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ABSTRACT

A 3-dimensional variational data assimilation (3D-Var) scheme for the High Resolution Limited Area Model (HIRLAM) forecasting system is described. The HIRLAM 3D-Var is based on the minimization of a cost function that consists of one term $J_b$, which measures the distance between the resulting analysis and a background field, in general a short-range forecast, and another term $J_o$, which measures the distance between the analysis and the observations. This paper is concerned with the general formulation of the HIRLAM 3D-Var and with $J_o$, while the companion paper by Lindskog and co-workers is concerned with the handling of observations, including the $J_b$ term, and with validation of the 3D-Var through extended parallel assimilation and forecast experiments. The 3D-Var minimization requires a pre-conditioning that is achieved by a transformation of the minimization control variable. This change of variable is designed as an operator approximating an inverse square root of the forecast error covariance matrix in the model space. The main transformations are the subtraction of the geostrophic wind increment, the bi-Fourier transform, and the projection on vertical eigenvectors. The spectral bi-Fourier approach allows one to derive non-separable structure functions in a limited area model, in the form of vertically dependent horizontal spectra and scale-dependent vertical correlations. Statistics have been accumulated from differences between +24 h and +48 h HIRLAM forecasts valid at the same time. Results from single observation impact studies as well as results from assimilation cycles using operational observations are presented. It is shown that the HIRLAM 3D-Var produces assimilation increments in accordance with the applied analysis structure functions, that the fit of the analysis to the observations is in agreement with the assumed error statistics, and that assimilation increments are well balanced. It is also shown that the particular problems associated with the limited area formulation have been solved. These results, together with the results of the companion paper, indicate that the 3D-Var scheme performs significantly better than the statistical interpolation scheme.

1. Introduction

The present operational HIRLAM data assimilation system is based on 3-dimensional multivariate statistical interpolation (or OI, Optimum Interpolation) of observed deviations from a short range forecast (Lorenc, 1981) and includes also a non-linear normal mode initialization scheme (Machenhauer, 1977). This data assimilation is applied intermittently with a 3- or 6-h data assimilation cycle. On the basis of experience with this
data assimilation system, the design of a new data assimilation system for HIRLAM was studied by Gustafsson et al. (1997). They suggested that a new data assimilation for HIRLAM should be based on variational techniques. The main arguments in favour of variational techniques are: (1) the possibilities of improving initial baroclinic structures through stronger utilization of the time dimension and the model equations during the data assimilation, and (2) the possibilities for a more rational use of observations that are non-linearly coupled to the forecast model variables. The research and development work for the HIRLAM variational data assimilation started in 1995. The target is 4D-Var, 4-dimensional variational data assimilation. The natural step towards 4D-Var is 3D-Var, 3-dimensional variational data assimilation. The aim of this paper is to give a description of the HIRLAM 3D-Var, in particular the treatment of the background field. The handling of observations and results from parallel assimilation and forecast experiments compared with the operational data assimilation are the subjects of a companion paper (Lindskog et al., 2001).

Elements of variational techniques have been used for data assimilation purposes throughout the history of numerical weather prediction (Sasaki, 1958). With the introduction of the adjoint model technique to make it possible to use the forecast model equations as strong constraints during the assimilation process (Le Dimet and Talagrand, 1986; Lewis and Derber, 1985), intensive efforts have been devoted to introducing 3D-Var and 4D-Var operationally. The first operational 3D-Var system (Parrish and Derber, 1992) was introduced at the National Centers for Environmental Prediction (NCEP). Recently, the European Centre for Medium-Range Weather Prediction (ECMWF) replaced their operational 3D-Var system (Courtier et al., 1998) with an operational 4D-Var version (Courtier et al., 1994; Rabier et al., 1998b). The NCEP and ECMWF variational data assimilation schemes are based on global forecast models. Global variational data assimilation schemes have also been implemented by the Canadian (Gauthier et al., 1999), French and UK (Lorenc et al., 2000) meteorological services. Regional variational data assimilation schemes have been developed at NCEP (Zupanski, 1993), at the UK Meteorological Office (Lorenc, 1997), at the Canadian meteorological service (Laroche et al., 1999), within the HIRLAM Project (Gustafsson and Huang, 1996; Huang et al., 1997; Berre, 1997; Gustafsson et al., 1998) and at Météo-France (Berre, 2000; Sadiki et al., 2000).

The small number of observations compared to the number of variables in the initial state of the forecast model is a central problem in meteorological data assimilation. To resolve this, we introduce a priori information in the form of a short-range forecast and statistical knowledge about the errors of this forecast, in addition to statistical knowledge about the observation errors. We may also utilize additional a priori information regarding, for example, balances between different forecast model variables. Lorenc (1986) introduced Bayes' theorem and the maximum likelihood principle for treating a priori information in the derivation of a variational data assimilation equation. In the case of Gaussian probability distribution functions for the background field errors, as well as for the observation errors, the variational data assimilation problem consists of finding the model state vector \( \mathbf{x} \) that minimizes the following cost function \( J \):

\[
J = J_b + J_o = \frac{1}{2} (\mathbf{x} - \mathbf{x}^b)^T \mathbf{B}^{-1} (\mathbf{x} - \mathbf{x}^b) + \frac{1}{2} (\mathbf{Hx} - \mathbf{y})^T \mathbf{R}^{-1} (\mathbf{Hx} - \mathbf{y}).
\]

Here \( J_b \) measures the distance to a background model state \( \mathbf{x}^b \) and \( J_o \) measures the distance to the vector \( \mathbf{y} \) of the observations. The observation operator \( \mathbf{H} \) transforms a model state into the observed quantities. \( \mathbf{B} \) is the matrix containing the covariances of the background field errors, while \( \mathbf{R} \) is a matrix containing the covariances of the errors in the observations.

The HIRLAM 3D-Var is given an incremental formulation (Courtier et al., 1994), such that the assimilation increment \( \delta \mathbf{x} = \mathbf{x} - \mathbf{x}^b \) can be applied at a different (lower) horizontal resolution than the full model state. The new features of the HIRLAM 3D-Var, as compared to 3D-Var schemes developed elsewhere, are the use of a bi-Fourier formulation for the background error constraint \( J_b \) and the balance constraint based on the geostrophic wind relation for the assimilation increments with temperature, logarithm of surface pressure, ageostrophic wind components and specific humidity as assimilation control variables. The bi-Fourier approach allows for a LAM
3D-Var without the data selection problems of statistical interpolation, for an appropriate preconditioning, for non-separable assimilation structure functions and for non-zero increments near the lateral boundaries.

The incremental formulation of HIRLAM 3D-Var is described in Section 2. A preconditioning for the HIRLAM 3D-Var is introduced in the form of a series of transforms that are applied to the analysis increments, and in such a way that they provide an assimilation control variable for which the background error cost function $J_b$ has a simple expression. The change of variable is designed as an operator transforming the forecast error in the model space into a variable whose covariance matrix can be assumed to be an identity matrix. The transformation of the assimilation control variable is described in Section 3, while the derivation of forecast error statistics needed for this transformation is treated in Section 4. A validation of the HIRLAM 3D-Var is given by single observation impact experiments in Section 5 and by diagnostics of a single data assimilation cycle using operational observations in Section 6. Some concluding remarks are presented in Section 7.

2. Incremental formulation

HIRLAM variational data assimilation can be applied with the grid point or spectral HIRLAM forecast models. When applied with the spectral HIRLAM model, the spatial representation of the assimilation increment $\delta x$ in spectral space is identical to the spatial representation of the model state variable $x$, which is also in spectral space, provided the same spectral truncation is applied for the forecast model integration as for the variational data assimilation. When the grid point model is applied together with the variational data assimilation, however, the full resolution model background field is available in grid point space. The high resolution part of the spectrum of the model background field is mainly generated by the model itself, for example, due to orographic height differences, land–sea contrasts, and other processes related to the lower boundary condition for the forecast model. Observations will also include contributions from this high resolution part of the spectrum. The horizontal scales of the assimilation increments are prescribed by the auto-correlation spectra of the background field errors and these contain very small contributions in the high-resolution part of the spectrum. Thus the assimilation will not contribute significantly to change the model background field in this part of the spectrum. For this reason, and in order to avoid aliasing of small scale observed and/or modeled variations to larger scales, it is important to avoid any spatial truncation/filtering of the background field before comparing it with the observed values. Therefore the HIRLAM variational data assimilation may be applied in its incremental form, for example, when the background field is provided by the grid point model or by a spectral model with a truncation that is different from the truncation of the assimilation increments. The cost function for the incremental formulation is defined as follows:

$$J = J_b + J_o = \frac{1}{2} \delta x^\top B^{-1} \delta x' + \frac{1}{2} (H x^b + H' x' - y)^\top R^{-1} (H x^b + H' x' - y).$$

The model background field $x^b$ is provided at full model resolution, while the assimilation increment $\delta x'$ is provided at another, in general lower, spatial resolution. The background error covariance matrix $B'$ now has the squared dimension of the assimilation increment. We may formally introduce an operator $G$ that transforms a full resolution model state $x$ to the resolution of the assimilation increment $x' = G x$. The generalized inverse $G^{-1}$ transforms the low resolution assimilation increments to the full model resolution $\delta x = G^{-1} \delta x'$. In the case of application of incremental variational data assimilation to the grid point HIRLAM model, with the full resolution background field $x^b$ defined in grid point space, this generalized inverse consists in setting truncated spectral coefficients to zero and application of an inverse Fourier transform back to grid point space.

The observation operator $H$ may, in general, be non-linear, and the non-linearity of $H$ may, for example, be important for the assimilation of satellite radiance information. For the incremental HIRLAM 3D-Var, at least in its first version, we have chosen to use the full non-linear observation operator $H$ for the background field $x^b$, while a linearized observation operator $H'$ is applied to the analysis increment $\delta x' = x' - (x^b)'$. The linearization is carried out with reference to the
background field \(x^b\). The observation operators include, for example, horizontal and vertical interpolations of model background and incremental fields. More details about the observation operators can be found in the companion paper (Lindskog et al., 2001).

Standard minimization software packages (Gilbert and Lemaître, 1989) are used to find the minimum of \(J\) with respect to the analysis increment \(\delta x'\). These software packages solve the minimization problem iteratively. For each iteration, calculation of the gradient of the cost function with respect to the model state increment vector \(\delta x'\) (the control vector) is required:

\[ \nabla_x J = B^{-1} \delta x' + H^T R^{-1} (Hx^b + H' \delta x' - y). \]

With regard to the notations in the rest of this paper and the companion paper (Lindskog et al., 2001), \(\delta x\) may either mean a full resolution spectral increment or a lower resolution spectral increment \(\delta x'\).

3. Formulation of the background error constraint for a limited area model

For HIRLAM, the model state increment vector \(\delta x\) includes all spectral components of the following model increment variables to be determined by the variational data assimilation:

\[
\delta x = \begin{pmatrix}
\delta u \\
\delta v \\
\delta T \\
\delta q \\
\delta \ln p_f
\end{pmatrix},
\]

where \(\delta u\) is the increment vector of the wind component in the \(x\)-direction, \(\delta v\) the wind component increment in the \(y\)-direction, \(\delta T\) the temperature increment, \(\delta q\) the specific humidity increment and \(\delta \ln p_f\) the increment of the logarithm of the surface pressure. The HIRLAM model state includes some further surface and soil variables, e.g., soil moisture and surface temperature. These are not included among the variables to be controlled by the variational data assimilation, mainly because the transforms to be applied to the control variables are not applicable to these surface variables, defined only in grid point space.

3.1. Preconditioning and change of variable

For a fast convergence of the minimization algorithm, a pre-conditioning of the minimization problem is needed. An ideal pre-conditioning is obtained if the Hessian matrix (i.e., the second order derivative of the cost function) is an identity matrix. A good approximation of this is to ensure that the Hessian of the background error contribution \(J_b\) to the cost function is equal to the identity matrix (Lorenc, 1988). This can be achieved by defining a change of variable \(U\) to be applied to the assimilation increment \(\delta x = x - x^b\) such that it transforms the forecast error \(\epsilon\) in model space into \(\epsilon'\), a variable whose covariance matrix is an identity matrix. This change of variable can be written as \(\epsilon' = U \epsilon\), or equivalently \(\epsilon = U^{-1} \epsilon'\). This implies an equality between the corresponding covariance matrices:

\[
B = (\epsilon \epsilon^T) = U^{-1} (\epsilon' \epsilon'^T) U^{-T} = U^{-1} U^{-T},
\]

if \(\epsilon' \epsilon'^T\) is \(I\) and \(( )\) denotes ensemble averaging. \(U\) appears to be a left-hand inverse square-root of the forecast error covariance matrix.

\[
B^{-1} = U^T U,
\]

and the expression for \(J_b\) with respect to \(\chi = U \delta x\) becomes:

\[
J_b = \frac{1}{2} \delta x^T B^{-1} \delta x
= \frac{1}{2} \chi^T U^{-T} (U^T U) U^{-1} \chi = \frac{1}{2} \chi^T \chi.
\]

We will now proceed to describe how \(U\) is designed. This amounts to describing what transforms are applied to convert the forecast error in physical model space to a variable, whose covariance matrix can be assumed to be an identity matrix. The main difficulties here are the de-coupling of the geostrophic balance between mass and wind field forecast errors and the de-correlation of horizontally and vertically correlated forecast errors.

3.2. Mass/wind balance

Forecast error fields are known to be in near geostrophic balance in the extratropics and assimilation increment fields should ideally also be in near geostrophic balance. One simple way to obtain de-correlated forecast errors with regard to this balance is therefore to transform the full wind forecast error to an ageostrophic forecast error by subtraction of the geostrophic wind error,
as determined from the mass field forecast error. The ageostrophic wind forecast errors are moreover assumed to be de-correlated with the temperature and surface pressure forecast errors.

Since the development of the adjoint model for the HIRLAM 4D-Var started from the spectral version of the model (Gustafsson, 1999), it was natural to utilize the corresponding tangent-linear geostrophic balance relation to de-correlate the wind and mass field forecast errors. The continuous geostrophic wind components \( u_g \) and \( v_g \) in the spectral HIRLAM are given as follows for the hybrid vertical coordinate system:

\[
\begin{align*}
  u_g &= -\frac{1}{f} \left[ \frac{R_a T_v}{h_y} \frac{\partial \ln p}{\partial y} + \frac{1}{h_x} \frac{\partial \Phi}{\partial y} \right], \\
  v_g &= \frac{1}{f} \left[ \frac{R_a T_v}{h_x} \frac{\partial \ln p}{\partial x} + \frac{1}{h_y} \frac{\partial \Phi}{\partial x} \right],
\end{align*}
\]

where \( f \) denotes the Coriolis parameter, \( h_x \) and \( h_y \) map-factors in the \( x \)- and \( y \)-directions respectively, \( R_a \) the dry air gas constant, \( T_v \) virtual temperature, \( p \) pressure and \( \Phi \) geopotential. The vertical discretization of this geostrophic wind calculation is carried out in accordance with Simmons and Burridge (1981). Tangent-linear and adjoint geostrophic expressions were derived directly from the vertically discretized non-linear expressions (Gustafsson and Huang, 1996). Horizontal derivatives are calculated by Fast Fourier Transforms (FFTs) from the corresponding derivatives in spectral space.

The introduction of the ageostrophic wind analysis increments as control variables was chosen for its simplicity and because of the possibility of avoiding the use of vorticity and divergence as control variables for the wind field. The mean wind is needed, in addition to vorticity and divergence, to represent the wind field on a limited area domain, and using these three variables as control variables was considered more complicated regarding the formulation of the geostrophic balance. On the other hand, use of ageostrophic wind components as control variables leads to serious problems with data assimilation in tropical areas. Neglecting the correlation between mass and ageostrophic wind is also likely to be sub-optimal at low levels if one wants to represent, for example, frictional effects. A balance constraint for the HIRLAM 3D-Var based on vorticity and divergence, and including a representation of frictional effects, is being developed (Berre, 2000).

### 3.3. Horizontal spectral transforms

Forecast errors are known to be horizontally correlated in physical space. In global variational data assimilation schemes (Parrish and Derber, 1992; Courtier et al., 1998), the assimilation control variable is defined in spectral space (spherical harmonics). This is related to the possibility of considering that different spectral forecast error modes are statistically independent, given the assumption that spatial covariances are horizontally homogeneous in physical space (Boer, 1983).

A similar property exists in a spectral space corresponding to a limited area model (see, e.g., Berre (2000) for a bi-Fourier spectral representation). The application of spectral transforms to meteorological fields over a limited model integration area poses a particular problem, since the fields do not have a periodic variation over the area. One possibility would have been to assume zero-valued analysis increments on the lateral boundaries and to apply sine transforms (Lorenc, 1997). For the HIRLAM 3D-Var, we have followed Haugen and Machenhauer (1993) and used an area extension (Fig. 1) to obtain periodic variations in both horizontal dimensions. This makes it possible to have non-zero analysis increments on the lateral boundaries and to apply standard Fast Fourier Transforms (FFTs) for the transformation of the control vector.

Any 2-dimensional model error field \( e_m(x, y) \) at level \( m \) can be represented by the coefficients \( \hat{e}_{kly} \) of the following series of orthogonal functions,
using the HIRLAM Fourier transform pair:

$$
\hat{e}_m(i_x, i_y) = \frac{1}{\sqrt{NX \times NY}} \sum_{k=-K}^{K} \sum_{l=-L}^{L} \hat{e}_{klm} \times \exp \left[ +2\pi i \left( \frac{ki_x}{NX} + \frac{li_y}{NY} \right) \right],
$$

$$
\hat{e}_{klm} = \frac{1}{\sqrt{NX \times NY}} \sum_{i_x=1}^{NX} \sum_{i_y=1}^{NY} e_m(i_x, i_y) \times \exp \left[ -2\pi i \left( \frac{ki_x}{NX} + \frac{li_y}{NY} \right) \right],
$$

where $NX$ and $NY$ are the number of grid points of the zonal and meridional axis of the extended domain, respectively. $K$ and $L$ are the corresponding maximum wave numbers. An elliptical truncation defined by $(k/K)^2 + (l/L)^2 \leq 1$ is used in order to obtain an isotropic and homogeneous resolution over the extended area. This is omitted in the notations for the sake of simplicity. Note also that $\hat{e}_{k-lm} = \hat{e}_{klm}^*$, where $*$ is the complex conjugate operator, because $e$ represents a real variable. This implies that only coefficients with $k \geq 0$ need to be explicitly handled.

One should note that the assumption of horizontal homogeneity is known to be more valid for correlations than for covariances, so that it is useful to normalize the forecast errors in physical model space by their standard deviations before applying the spectral transforms. This gives the possibility of introducing spatial and temporal variations of these standard deviations. This has not been implemented yet in the HIRLAM 3D-Var, but it could be done in the future following, e.g., the ideas of Fisher and Courtier (1995).

After the normalization by the standard deviations in physical model space and the spectral transforms, each spectral coefficient of the forecast error field has a variance which, according to the homogeneity assumption, corresponds to the spectral density of the horizontal correlation. Normalizing with the square-root of this spectral variance provides spectral coefficients whose variance is equal to one.

### 3.4. Vertical transforms

After subtracting the geostrophic wind forecast error, application of the normalizations by the forecast error standard deviations and the spectral transforms, the residual correlations that need to be accounted for are those involving the same horizontal spectral modes at different vertical levels.

Projecting each bi-Fourier forecast error on the eigenvectors of the corresponding vertical correlation matrix provides variables whose covariance matrix is diagonal. This diagonal matrix contains the associated eigenvalues. Dividing by the square-roots of these eigenvalues allows one to obtain a variable with a covariance matrix that is equal to the identity matrix (given the assumptions of homogeneity and of de-correlation between mass and ageostrophic wind forecast errors).

The use of such horizontal and vertical transforms allows us to use non-separable assimilation structure functions on a limited area, since different vertical levels may be associated with different spectral density representations and different horizontal modes may be associated with different vertical representations (different vertical eigenvectors and eigenvalues).

### 3.5. Inverse change of variable and its adjoint

The complete transformation from the analysis increments in model space to the control variable can thus be written:

$$
\chi = PVLFS^{-1} AF^{-1} \delta x = U \delta x
$$

$$
= U(x - x^b),
$$

where $\delta x$ is the assimilation increment, $F$ is the Fourier transform to spectral space, $F^{-1}$ is the inverse Fourier transform, $A$ is the subtraction of the geostrophic wind increment from the full wind increment, $S^{-1}$ is the normalization with the forecast error standard deviation, $L$ is the normalization by the square-root of the spectral density of the horizontal forecast error correlation, $V$ is the projection on the eigenvectors of the vertical forecast error correlation matrix and $P$ is the normalization by the square root of the vertical eigenvalue.

It should be mentioned here that these transforms are never applied in their forward form during the variational data assimilation. At the start of the minimization process, all elements of the control vector $\chi$ are put equal to zero. Then, during each iteration, the inverse transform $U^{-1}$ is applied to obtain the spectral assimilation incre-
ments in the model space:
\[ \delta x = U^{-1} \chi = FA^{-1}SF^{-1}L^{-1}V^{-1}P^{-1} \chi. \]
Knowing that \( B^{-1} = U^{T}U \), the value of the cost function is evaluated as:
\[
J = J_b + J_o = \frac{1}{2} \langle \chi \rangle^{T} (\chi) \\
+ \frac{1}{2} \langle H x^b + H U^{-1} \chi - y \rangle^{T} R^{-1} \\
\times (H x^b + H U^{-1} \chi - y).
\]
The adjoint of the inverse transform \( U^{-T} \) is then applied to obtain the gradient of the cost function with respect to the control variable \( \chi \):
\[
\nabla_{\chi} J = \nabla_{\chi} J_b + \nabla_{\chi} J_o \\
= \chi + U^{-1} H^{T} R^{-1} (H x^b + H U^{-1} \chi - y).
\]
It may be remarked that \( H^{T} \) and \( U^{-T} \) include the application of the adjoint of the inverse Fourier transform (which is the same as a direct Fourier transform) to a grid point field of departures between the analysis and the observations. As there are no observations in the analysis zone, it is natural to set zero values there before applying the adjoint of the inverse Fourier transform.

As the minimization uses control variables that are real-valued, there is a final transformation from the complex variable containing the spectral coefficients to the real variable containing the corresponding real and imaginary parts. Note that the inverse of this transformation is straightforward, while the adjoint inverse operation involves a factor 2 to account for the contribution from the complex conjugate of each spectral coefficient (except for \((k, l) = (0, 0)\)). The gradient of \( J \) with respect to the final real control vector is thus twice the gradient of \( J \) with respect to the complex variable \( \chi \). This final transformation is omitted in the notations above.

4. Estimation of background error statistics

4.1. Data set

Statistics were accumulated on differences between SMHI +24 h and +48 h operational HIRLAM forecasts, that are valid at the same time. The operational SMHI HIRLAM is applied with a resolution of \(0.4^\circ \times 0.4^\circ\) in the horizontal and with 31 vertical levels. The data set covers the period 1 December 1997 through 28 February 1998. Variables which were studied are those that are used in the control vector of the HIRLAM 3D-Var (temperature \((T)\), ageostrophic wind in the \(x\)-direction \((u_a)\) and in the \(y\)-direction \((v_a)\), specific humidity, logarithm of surface pressure), and full wind \((u, v)\) in addition. As statistics for \(u_a, v\) are quite similar respectively to those for \(u_a, u\), only the latter will be shown here.

These statistics of forecast differences were considered as an approximation to the forecast error covariances. This corresponds to “the NMC method” (Parrish and Derber, 1992; Rabier et al., 1998a). The theoretical justification for this approach is rather weak. An interesting alternative is to derive the forecast error covariances from ensemble assimilation experiments (Houtekamer et al., 1996) by perturbing, for example, observations and forecast model parameterizations. Another method could be to use the time-averaged covariances of an Extended Kalman Filter (EKF) in research mode to specify the static error covariances (Bouttier, 1996), although this is much more costly.

Standard deviations of the forecast differences are usually rescaled to match the amplitude of +6 h forecast errors (Parrish and Derber, 1992; Rabier et al., 1998a). A scaling factor equal to 0.6 was empirically chosen to obtain background error standard-deviations in agreement with the orders of magnitude of the observation errors and of the innovation vectors (which are departures between +6 h forecasts and observations).

4.2. Horizontal homogeneity and isotropy

Under the assumption that spatial covariances are horizontally homogeneous in grid point space, the bi-Fourier spectral modes are de-correlated unless they correspond to the same pair of horizontal wave numbers \((k, l)\):
\[
\delta_{klm} \delta_{k'n} = \delta_{k}^{k'} \delta_{lm} \delta_{ln},
\]
where \(\delta_{k}^{k'}\) is the Kronecker symbol and \(m\) and \(n\) are two model levels. As mentioned in Subsection 3.3 this property motivates the use of a spectral transform for the definition of the control variable. Moreover, in this case a Fourier transform relates covariances in the spectral and grid point spaces. This means that the calculation of a full matrix of two-dimensional (i.e., horizontal) covariances in grid point space is equivalent to the calculation of a diagonal matrix
containing spectral variances. Similarly, it is possible to represent implicitly a full matrix of 3-dimensional covariances in grid point space through the calculation of a block-diagonal spectral covariance matrix (with each block corresponding to a vertical covariance matrix for a given couple of wave numbers).

It thus appears more efficient to calculate covariances in spectral space than in grid point space if one intends to use the homogeneity assumption. In practice, the first step of the algorithm consists in applying a bi-Fourier transform to the forecast differences in grid point space. This step includes a preliminary area extension to obtain a bi-periodic field of forecast differences (see Subsection 3.3). A second step is to calculate spectral covariances.

Such a procedure amounts to applying the homogeneity assumption over the whole bi-periodic extended domain. To verify that this is reasonable, we have estimated horizontal correlations for temperature at a few levels with two different algorithms. A first estimate is obtained with the aforementioned method, which will be referred to as “the spectral algorithm”: after calculating spectral variances at a given level, the corresponding horizontal correlation function in grid point space is provided by an inverse FFT and a normalization by the value at the origin. A second estimate is obtained by a direct calculation of the average correlation function for the integration area in grid point space. This will be referred to as “the grid point algorithm”. An example is shown for temperature at level 18 (500 hPa) (Fig. 2): both algorithms give similar results. As the spectral algorithm is much less costly than the grid point algorithm, it was used in our study to estimate background error statistics.

Another simplification that has been used is the isotropy assumption. This is indeed a reasonable approximation for homogeneous covariances that are calculated over a long period, as was shown by Thiebaux et al. (1986). This is illustrated for temperatures near 500 hPa in Fig. 3. Wind autocorrelations, however, present noticeable anisotropic features, as will be shown in Subsection 4.4. Using such an isotropy assumption allows one to improve the sampling of the covariance estimations. In spectral space, this consists of calculating the average spectral covariance of wave number pairs \((k, l)\) that are linked with the same total wave number \(k'\):

\[
B_{kl}^{n} = \frac{1}{2\pi} \int_{0}^{2\pi} \hat{e}_{kl}^{n} \hat{e}_{kl}^{*} \, d\theta,
\]

with \((p, q)\) such that

\[
N_{i} \sqrt{\left(\frac{p}{NX}\right)^{2} + \left(\frac{q}{NY}\right)^{2}} = k',
\]

\[
\theta = \tan^{-1}\left(\frac{q/NY}{p/NX}\right).
\]
The integral in the expression is calculated as a sum for each discrete \( k \). \( N_h \) is an arbitrary scaling factor; in this study we used \( N_h = NX \).

4.3. Non-separability

In the past, it was usual to assume that three-dimensional auto-correlation functions were separable. This meant that they could be written as the product of a horizontal correlation function that was independent of height, and a vertical correlation function which was supposed to be independent of horizontal coordinates. It is, however, relatively easy to formulate non-separable structure functions in spectral space, as has been shown with spherical harmonics in global models (Courtier et al., 1998; Rabier et al., 1998a) and with Bessel functions (Hollingsworth and Lonnberg, 1986). This is also possible in limited area models when using a bi-Fourier formulation (Berre, 2000).

The spectral covariance can be written as:

\[
\hat{\gamma}_{klm}^{\star} = \sigma_m \sigma_n \sqrt{\gamma_m(k) \gamma_n(k')} r_k(m, n),
\]

where

\[
k' = N_h \sqrt{\left(\frac{k}{NX}\right)^2 + \left(\frac{l}{NY}\right)^2}
\]

and \( \sigma_m, \sigma_n \) are the horizontally averaged standard deviations of levels \( m, n \):

\[
\sigma_m = \sqrt{\sum_{k_0 = 0}^{k_1} B_{k_0}^m 2\pi k_0 \frac{1}{N_s^2}},
\]

\[
\gamma_m, \gamma_n \] are the normalized bi-Fourier spectral densities of the variance at levels \( m, n \) (they are closely related to spectral coefficients of the horizontal correlations, under the homogeneity assumption):

\[
\gamma_m(k) = \frac{B_{k_0}^m}{\sum_{k_0 = 0}^{k_1} B_{k_0}^m 2\pi k_0 \frac{1}{N_s^2}} \frac{1}{N_s^2}
\]

\( r_k(m, n) \) is the vertical correlation between levels \( m, n \) for what concerns the total wave number \( k' \):

\[
r_k(m, n) = \frac{B_{k_0}^n}{\sqrt{B_{k_0}^m B_{k_0}^n}}
\]

and \( K' \) is the maximum total wave number.

The shape of the vertical profiles of average standard-deviations (Fig. 4) agrees well with those of previous studies such as in Rabier et al. (1998a). Note, for example, the maxima for the full wind near the tropopause around 300 hPa, for temperature near 200 hPa and for specific humidity around 850 hPa. A first non-separable feature is the vertical dependence of spectral densities (of horizontal correlation functions). Plotting the corresponding power spectra

\[
P_m(k') = \frac{2\pi k'}{N_s^2} \gamma_m(k')
\]

of temperature at different levels (Fig. 5) indicates some shift of the energy towards small scales when approaching low levels. In grid point space, this

\[
\begin{align*}
\text{Fig. 4.} & \quad \text{Horizontally averaged standard deviations as a function of pressure (in hPa) for the component of the full wind in the x-direction (u (m/s)), the component of the ageostrophic wind in the x-direction (u_{ag} (m/s)), the temperature (T (K)), and the specific humidity (q (10^{-5} kg/kg)), J_s uses these values scaled by 0.6 (except u, which is not in the control vector).} \\
\text{Fig. 5.} & \quad \text{Horizontal auto-correlation spectra as functions of the horizontal total wave number for the temperature at level 7 (130 hPa), level 18 (500 hPa) and level 31 (1010 hPa).}
\end{align*}
\]
leads to sharper horizontal correlations with decreasing height (Fig. 6). A survey of the height dependence of horizontal auto-correlations can be obtained by plotting the vertical profiles of their length-scales. The length scale is here defined such that its squared value is equal to $-2$ times the inverse of the Laplacian of the correlation function at the origin (Daley 1991, page 110). Fig. 7 indicates that this vertical dependence is well marked for the temperature and the full wind, while values tend to be more uniform vertically for the specific humidity and the ageostrophic wind. (Values for specific humidity are not represented above 180 hPa, since statistics at these heights are not very reliable as there is little humidity.) The specific humidity and the ageostrophic wind have smaller horizontal scales than the temperature and the full wind. This is in agreement with the importance of mesoscale diabatic processes for the humidity field and with the lower degree of geostrophy in the smaller scales. The increase of the temperature length scale with height agrees well with previous studies such as Rabier et al. (1998a). Values tend to be smaller than those for global models, due to the enhanced resolution of the HIRLAM model.

Another aspect of non-separability is the dependence of vertical correlations on horizontal scale. For all variables, the vertical auto-correlations tend to become broader towards larger horizontal scales. This can be illustrated, for example, for the temperature at model level 18 (Fig. 8). This result is in accordance with what was found at ECMWF (see Fig. 7 in Derber and Bouttier (1999)). Some unrealistically large vertical correlations were found for the full as well as the ageostrophic wind at the smallest horizontal scales. These are likely to be due to un-realistic gravity wave oscillations in the forecast model integrations. For the implementation of the ageostrophic wind statistics in the 3D-Var, these spurious small scale features were corrected by a simple ad-hoc extrapolation of spectral statistical densities from larger horizontal scales to the smallest scales.

### 4.4. Ageostrophic wind and full wind

A comparison of statistics for the ageostrophic wind and for the full wind allows one to illustrate specific features of these two quantities.

![Fig. 6. Horizontal auto-correlation as functions of horizontal distance for the temperature at level 7 (130 hPa), level 18 (500 hPa) and level 31 (1010 hPa).](image)

![Fig. 7. Horizontal length scales (km) as a function of pressure (hPa) for the temperature (T), the component of the full wind in the x-direction (u), the specific humidity (q) and the component of the ageostrophic wind in the x-direction (u_{ag}).](image)

![Fig. 8. Vertical correlations for the temperature at level 18 (500 hPa) as a function of horizontal wave number k^x and pressure (hPa). Positive (resp. negative) values are indicated by full (resp. dashed) isolines. The isoline spacing is 0.15, and the zero contour has been omitted.](image)
The vertical profiles of their average standard deviations (Fig. 4) indicate a maximum at the jet-stream level in both cases. One can note moreover that the ageostrophic wind standard deviation tends to increase towards the lowest levels, whereas the full wind standard deviation decreases. These opposite evolutions are likely due to surface friction effects which make the full wind more ageostrophic and which reduce its speed.

The examination of horizontal auto-correlations at 500 hPa (panels (a) and (b) in Fig. 9) indicates that errors on the ageostrophic wind are in smaller scale than those on the full wind, as expected. Both ageostrophic and full winds appear to be more rotational than divergent since there are negative lobes north and south of the origin (Daley, 1985).

Similar patterns can be found when plotting horizontal auto-correlations at a level close to 1000 hPa, but these patterns appear to be rotated (panels (c) and (d) in Fig. 9). The rotation is anticlockwise for the ageostrophic wind, while it is clockwise for the full wind. These different rotations reflect respectively a positive cross-correlation between the ageostrophic vorticity and the ageostrophic divergence, and a negative cross-correlation between vorticity and divergence for the full wind (Daley, 1985). This can be interpreted when considering the expected mass/wind coupling at these low levels. Surface friction makes the full and ageostrophic winds converge towards low geopotentials. As the full wind has a positive vorticity in regions of low geopotentials, this contributes to the aforementioned negative correlation between rotational and divergent parts of the full wind. Inversely, as the ageostrophic vorticity tends to be negative in these regions of low geopotentials, it is positively correlated with the ageostrophic divergence.

One may represent these anisotropic features of the ageostrophic wind auto-correlations in the HIRLAM 3D-Var. On the other hand, to be consistent, one should also represent the corresponding cross-correlations with temperature and surface pressure. This is under investigation following the ideas of Derber and Bouttier (1999).

5. Single observation influence experiments

An efficient way to check the variational data assimilation software is to carry out single observation influence experiments. Such influence experiments have been recommended by the WMO Working Group on Numerical Experimentation (WGNE) for a basic comparison of different variational data assimilation schemes.

We have carried out experiments where we have inserted a single observed 500 hPa temperature value, corresponding to an observation increment of −3 K, or a single observed 500 hPa wind vector, corresponding to a westerly wind component increment of 5 ms⁻¹. We have inserted the isolated observation in the middle of the integration area for a clean study of the assimilation structure functions as given by the derived influence of the observation. We have also inserted the isolated observations in the vicinity of the lateral boundaries to study the effect of different lateral boundary formulations as well as to examine whether there are any effects caused by the assumption of bi-periodic assimilation increments.

All experiments have been carried out at a horizontal resolution of 0.4° × 0.4° with 31 vertical levels and with the non-separable analysis structure functions derived by the NMC method from the differences between SMHI +48 h and +24 h operational HIRLAM forecasts valid at the same time. The (inner) integration area consisted of 202 × 178 grid points, while the extended integration area used for representation of, for example, analysis increments in spectral space consisted of 240 × 216 grid points. This means that the width of the extension zone is approximately 1500 km, which should be sufficient to avoid any influence from, for example, observations close to the east boundary on analysis increments in grid points close to the west lateral boundary. For small model domains, however, the extension zone will probably have to be relatively larger as compared with the inner integration area.

5.1. Observation in the middle of the integration area

The horizontal effect on the temperature and wind analysis increments of a single 500 hPa temperature observation at 60°N 30°W is illustrated for model level 18 (approximately at 500 hPa over sea) in Fig. 10. The vertical impact on the temperature increments is illustrated by a vertical cross-section in the west–east direction in Fig. 11. We may notice that the temperature increments are
Fig. 9. Horizontal auto-correlations of the component in the x-direction for the full wind at levels 18 (500 hPa) and 31 (1000 hPa) [panels (a) and (c) respectively], and for the ageostrophic wind at levels 18 (500 hPa) and 31 (1000 hPa) [panels (b) and (d) respectively]. Positive (resp. negative) values are indicated by full (resp. dashed) isolines. From the point in the middle of the domain, the first two isolines are 0.5 and 0.15, and then the isoline spacing is 0.1 for lower values; the zero contour has been omitted.
isotropic in the horizontal with a maximum impact of about $-2.8$ K. The inserted temperature observation was assumed to have a very small observation error with a standard deviation of 0.2 K, which explains the strong impact of this single observation. The vertical cross-section illustrates the decrease in correlation with vertical distance between the observation level and the level of the analysis. The change in sign of the vertical correlations above the tropopause is also clearly illustrated: with a cooling of the troposphere we will have a lower and warmer tropopause. The geostrophic relation built into the structure functions is also illustrated in Fig. 10. With cooler mid-tropospheric temperatures, we will have lower mid-tropospheric pressure level heights and a corresponding cyclonic assimilation increment in the wind field.

The model level 21 wind and model level 18 temperature analysis increments for a single westerly component wind observation increment of 5 ms$^{-1}$ at 500 hPa is illustrated in Fig. 12. We can notice that, due to the assumed larger error variances of the geostrophic part of the flow, the increment flow is dominated by a non-divergent (rotational) component with an elliptical influence area for the observed westerly wind component, a cyclonic flow to the north of the observation position, and an anti-cyclonic flow to the south of the observation position. The corresponding temperature increments on model level 18 are in close geostrophic balance with the cold temperature increments to the north of the wind observation and the warm temperature increments to the south of the wind observation.

5.2. Sensitivity to the lateral boundary formulation

Three options for handling of assimilation increments near the lateral boundaries have been tested
in the HIRLAM 3D-Var: (1) Force the assimilation increments to be zero along the lateral boundaries, (2) Force the assimilation increments to be zero along the lateral boundaries with a gradual increase of the amplitude of the increments towards the interior of the assimilation area and (3) No forcing of the assimilation increments to be zero along the lateral boundaries. The first option, a simple forcing of the assimilation increments to be zero along the lateral boundaries turned out to give very un-realistic assimilation increments close to the lateral boundaries, and will not be described in the following.

The effect of inserting a 500 hPa temperature observation close to the eastern lateral boundary at 50°N 60°E is illustrated for model level 18 temperature and wind increments in Fig. 13. We let the analysis increments gradually decrease to zero towards the lateral boundaries in this experiment. This is achieved by multiplying the background error standard deviations with a cosine-shaped scaling factor with a value 0.01 at the lateral boundary and with a value 1.0 approximately 300 km from the lateral boundary inside the assimilation area. This selection of the scaling factor is somewhat arbitrary, it was chosen mainly to be consistent with the boundary relaxation scheme that is used in the spectral HIRLAM model (Gustafsson, 1999). As can be seen from Fig. 13, the effect of this procedure is a strong gradient in the temperature analysis increments approximately 150 km from the lateral boundary, where the horizontal derivative of the cosine-shaped scaling factor has its maximum. We can also notice that the wind increments are in near geostrophic balance. With regard to the effects of the assumption that analysis increments have a bi-periodic variation over the extended integration area, very minor effects could possibly be seen in the wind field increments at the western boundary (not shown in the figure).

With the area extension technique, it is no longer necessary to assume that the analysis increments are zero on the lateral boundaries. The control of the lateral boundaries during 3D-Var, and particularly during 4D-Var, is an open unsolved problem, however. It may be argued that the lateral boundaries should be controlled through the data assimilation in the model that provides the lateral boundary conditions. On the other hand, the timing in the production of these lateral boundary conditions may have the effect that available lateral boundaries originate from an earlier, less accurate, forecast run.

With particular reference to 3D-Var applications, one may also argue that the boundary relaxation procedure during the ensuing forecast model integration will throw away increments of lateral boundary analysis in any case. One should then notice, however, that the degree of this effect depends on the particular selection of boundary values for the initial time of the forecast model integration. If the analysis itself is used as the lateral boundary condition for the initial time, the analysis increments along the lateral boundaries are utilized during the time period between the first two boundary data sets and may be advected into the inner integration area and thus also affect the forecast. If the lateral boundary values for the initial time come from another model, the effect of the analysis increments along the lateral boundaries will of course be negligible.
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Fig. 12. Impact of a single 500 hPa westerly wind observation increment of 5 m s$^{-1}$ on temperature analysis increments of model level 21 (approximately at 600 hPa) and wind analysis increments of model level 18 (approximately at 500 hPa). Wind arrows have been plotted at every 3rd grid point and temperature isoline spacing is 0.2 K.

If one considers 4D-Var applications as well, it has already been demonstrated by Gustafsson et al. (1998) that lateral boundary conditions may be controlled and improved by down-stream observed information well inside the lateral boundaries. This is achieved through the (up-stream) advection of cost function gradient information by the adjoint model. Since, in such a case, one is able to improve the lateral boundaries by advection of observed information, it is also natural to try to improve the lateral boundaries directly through observations and the analysis structure functions. We will now describe a sensitivity experiment where we remove the condition on the increments of the lateral boundary analyses to be zero-valued.

The effect of inserting a single 500 hPa temperature observation close to the eastern lateral boundary, again at 50°N 60°E but now with the analysis increments along the lateral boundaries being analyzed, is illustrated for temperature and wind increments of model level 18 in Fig. 14. The inserted observed value as well as the standard deviation of the observation error were exactly the same as in the previous experiment. It is obvious from these results that, at least for this simple case of a single observation, the calculation of analysis increments in the grid points along the lateral boundaries does not pose any particular difficulty. Neither does the assumption that analysis increments have a bi-periodic variation over the extended integration area introduce any increased negative effects in the case when the lateral boundary grid points are being analyzed. It is important to point out, however, that this result was made possible through the use of an
extension zone to obtain bi-periodic variations and through the use of full Fourier transforms. With sine transforms it will of course not be possible to analyze the lateral boundary grid points. One should also be careful in the definition of the extension zone: With smaller analysis areas and increased horizontal resolutions, the extension zone must be selected so as to be relatively larger than in the current case.

6. Diagnostics of a single data assimilation cycle

The performance of the HIRLAM 3D-Var scheme has been evaluated through parallel assimilation and forecast experiments comparing 3D-Var results with results from the operational data assimilation based on statistical interpolation (Lorenc, 1981). Most of the results of these comparison experiments are presented in the companion paper (Lindskog et al., 2001). We will here only present some examples of diagnostics directly related to the performance of the background error constraint, the main subject of the present paper. The spatial structures of the assimilation increments were dealt with in the previous section and we will restrict the presentation to aspects of (a) Convergence of the minimization, (b) Fit of assimilated fields to observations and (c) Model balance and initialization effects. The parallel data assimilation and forecast experiments were carried out for one 30-day winter period and one 30-day summer/early autumn
period. The winter period was 10 February–9 March 1998. The experiments were done for the following combinations: (1) Statistical interpolation with the HIRLAM grid point model, (2) 3D-Var with the HIRLAM grid point model and (3) 3D-Var with the HIRLAM spectral model. The model geometry was as described for the single observation influence experiments: horizontal resolution of $0.4^\circ \times 0.4^\circ$ with 31 vertical levels and with $202 \times 178$ grid points on the operational SMHI area. We will present a selection of diagnostic results for a randomly chosen assimilation cycle, 5 March 1998 12 UTC, belonging to the winter season experimentation period. Since the diagnostic results for the spectral and the grid point models were almost identical, we have chosen to show results from the grid point model experiment only. It can be argued that the grid point model provides a more severe test of the performance of the incremental HIRLAM 3D-Var formulation, since the background error constraint, and in particular the balance constraint, has been designed on the basis of the spectral model and its geometry.

6.1. Convergence of the minimization

The convergence of the minimization process to determine 3D-Var assimilation increments for the selected assimilation cycle is illustrated in Fig. 15. The cost function value for each evaluation of this value (and its gradient) during the minimization is presented. The convergence criterion for this illustration was selected such that the norm of the
Fig. 15. Cost function value as a function of the cost function evaluation number during 3D-Var minimization for the assimilation for 5 March 1998 12 UTC with the grid point version of HIRLAM.

The gradient of the cost function should decrease by a factor 100. With this criterion for the minimization package M1QN3 (Gilbert and Lemaréchal, 1989), the cost function evaluation continued until 115 function evaluations. At this stage in the minimization process, the cost function had decreased by a factor 2. It can be noticed, however, that very little reduction of the cost function value is achieved after approximately 80 cost function evaluations. This is typical for almost all assimilation cycles carried out during the parallel assimilation experiments. It indicates that the maximum number of cost function evaluations may be reduced to approximately 80 in order to reduce computing time for operational applications of the 3D-Var scheme. The large cost function reduction at cost function evaluation number 20 can be explained by the activation of the variational quality control at this specific point. The further large reduction around cost function evaluation number 75 can be explained by the rejection at this point of observations assigned small weights by the variational quality control. The variational quality control is described and the performance of the variational quality control is further examined in the companion paper (Lindskog et al., 2001).

6.2. Observation fit statistics

One way to evaluate the performance of the 3D-Var assimilation is to compare statistics of the deviations between observed values and analyzed values with the corresponding statistics of deviations between observed values and background field values. One example of such statistics is given in Fig. 16 for radiosonde observations utilized during the 3D-Var analysis cycle for 5 March 1998 12 UTC with the grid point model +6 h forecast utilized as the analysis background field. Only observations accepted by the variational quality control are included in the statistics. First of all, we can notice that the number of observed values is of the order of 200–800 in layers of 50–150 hPa thickness, while the number of radiosonde soundings in the HIRLAM area is of the order of 100–150. This occurs because all data from significant levels are used in the HIRLAM 3D-Var. This is in contrast to the HIRLAM statistical interpolation analysis scheme, for which only standard pressure level data are utilized. We can also notice that the observed values are significantly closer to the analyzed values than to the background values. This indicates that the 3D-Var analysis has been drawn reasonably well for the observations. Ideally the observed values in the rms measure should deviate from the analyzed values according to the assumed standard deviations of the observation errors. Assumed standard deviations for the observation errors are, for example, approximately 2 m/s for wind components and 0.8 K for temperature in the lower troposphere increasing to 3–4 m/s and 1.1 K, respectively, in the upper troposphere and lower stratosphere. These values agree well with the rms values in Fig. 16.

6.3. Balance and initialization increments

Any intermittent data assimilation can be taken as consisting of three types of increments added to the model state variables for every assimilation cycle: (1) the analysis increment, (2) the initialization increment and (3) the forecast increment reflecting the atmospheric change over the time period of the assimilation cycle. For an ideal data assimilation system (Daley, 1991, page 28) the forecast increments should have the largest amplitudes, followed by the analysis increments, while the initialization increments ideally should be very small, taking care of, for example, non-linear deviations (Machenhauer, 1977) from simpler balance relations included in the assimilation background error constraint.
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Fig. 16. Statistics of observed minus background (dashed lines) and observed minus analysis values (full lines) for u-wind component (top left), v-wind component (top right) and temperature (bottom left). Bias (marked with ▲) and root mean square (marked with ●). Number of temperature observations (bottom right, full line) and number of wind observations (bottom right, dashed line). 3D-Var analysis for 5 March 1998 12 UTC with a +6 h grid point HIRLAM background field.

To illustrate that the HIRLAM 3D-Var assimilation compared to the operational assimilation based on statistical interpolation means a step forward toward the ideal data assimilation, surface pressure initialization increments for both assimilation schemes with the grid point model and for the assimilation cycle 5 March 1998 12 UTC are presented in Fig. 17. It is clear that the initialization increments are significantly smaller for the 3D-Var assimilation than for the statistical interpolation assimilation, in agreement with similar results for global models (Parrish and Derber, 1992; Gauthier et al., 1999). Non-linear normal mode initialization (Machenhauer, 1977) is applied in both assimilation schemes. It may be added that the global usage of data inherent in 3D-Var, as compared to the box data selection scheme (Lorenc, 1981) in the statistical interpolation, is likely to be the main contributing factor to the improved model balance of the 3D-Var assimilation (Cohn et al., 1998).

Another way to illustrate the improved model balance achieved through the HIRLAM 3D-Var is to study diagnostic quantities related to the level of high frequency oscillations (gravity wave noise) in forecast runs without any initialization. One such diagnostic quantity, related to the level of activity of the external gravity waves, is the
horizontal average of the absolute surface pressure tendency during the first hours of model integration. This quantity has been plotted for forecasts based on statistical interpolation and 3D-Var assimilation, both with and without initialization, in Fig. 18. It is obvious that the level of noise in the forecast based on 3D-Var without any initialization is significantly lower than for the corresponding forecast based on statistical interpolation. It is also clear that the level of noise is significantly reduced by the aid of the initialization for both assimilation schemes.

**Fig. 18.** Model area average of the absolute surface pressure tendency as a function of forecast length with the grid point HIRLAM model. Initial time is 5 March 1998 12 UTC. Statistical interpolation without initialization (curve marked oi-noinit) and with initialization (oi-init); 3D-Var without initialization (3dvar-noinit) and with initialization (3dvar-init).

**7. Concluding remarks**

The first version of a 3-dimensional variational data assimilation (3D-Var) for HIRLAM has been developed. It has been given an incremental formulation to permit application with the spectral as well as the grid point HIRLAM models. A change of variable is introduced to ensure a good preconditioning of the minimization. It is designed as an operator transforming the forecast error in the model space into a variable whose covariance matrix is an identity matrix. Such an operator is an inverse square root of the forecast error covariance matrix. Applying it to the analysis increment provides a control variable for which the expression of \( J_b \) is simple. The main transformations are the subtraction of the geostrophic wind increments, the spectral bi-Fourier transforms and the projection onto the eigenvectors of the vertical forecast error correlation matrices.

The geostrophic part of the wind component increments are calculated from the mass field increments via a tangent-linear geostrophic balance derived from the spectral model equations. Analysis structure functions for the 3D-Var were derived by the NMC method from the time history of operational SMHI HIRLAM forecasts. The first version of these structure functions was based on the assumption of homogeneity and isotropy with regard to horizontal and vertical forecast
error covariances of temperature, surface pressure, humidity and ageostrophic wind components. The bi-Fourier formulation of the structure functions allows representation of non-separable features in a limited area model, namely the height dependence of horizontal correlations and the scale dependence of vertical correlations.

The performance of the HIRLAM 3D-Var has been demonstrated by single observation impact experiments and by diagnostics of a single data assimilation cycle using operational observation data. It has been shown that assimilation increments have spatial structures in accordance with the structure functions, that assimilation increments are well balanced, and that the fit between utilized observations and assimilation fields is good. A more elaborate performance evaluation, including parallel assimilation and forecast experiments to compare with the operational HIRLAM data assimilation based on statistical interpolation, is the subject of a companion paper (Lindskog et al., 2001). The results of these parallel experiments indicate that the HIRLAM 3D-Var outperforms the reference HIRLAM data assimilation based on statistical interpolation. Major factors contributing to the superiority of the 3D-Var are believed to be the global usage of data, as compared to the box data selection in statistical interpolation, the non-separable structure functions, the variational quality control and the use of all significant level data in multi-level observation reports.

The main emphasis in this paper has been on the 3D-Var assimilation of wind and (dry) mass variables. The moisture assimilation certainly needs some further consideration, for example introduction of temperature-dependent background error standard deviations for specific humidity, or a change to relative humidity as the moisture assimilation control variable.

The further development of the HIRLAM variational data assimilation includes analysis structure functions based on a generalized statistical balance, including also the moisture field (Berre, 2000), utilization of GPS (Global Positioning System) atmospheric delay data, satellite radiance data, as well as radar radial wind vector data and an incremental 4-dimensional variational data assimilation (4D-Var). The first trials with HIRLAM 4D-Var have already been carried out successfully.
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