
1.  Introduction
A new system delivering the Copernicus European Regional Re-Analysis (CERRA) has been developed, pro-
vided primarily by the Swedish Meteorological and Hydrological Institute (SMHI) in collaboration with Météo-
France and Met Norway. The CERRA system uses “Hirlam Aladin Research Mesoscale Operational Nwp In 
Europe” (HARMONIE), where the physics and dynamics are handled by “Aire Limitée Adaptation dynamique 
Développement InterNational” (ALADIN). The CERRA reanalysis period spans 1984–2021 and covers Europe 
and the North of Africa as shown in Figure 2. HARMONIE is currently in operational use by the HI-Res Limited 
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merges state-of-the-art observations with regional weather model data. The re-analysis is performed long after 
the fact, after previous predictions, using data at that time. The quality of the reanalysis is highly dependent 
on the errors in the previous forecast (B). No computer on Earth is capable of storing the mammoth B-matrix 
explicitly. A subset of prognostic variables (specific humidity, temperature and surface pressure, vorticity and 
divergence) are used to represent the weather, and simplistic assumptions of their error structures are made 
in order to quantify B. To this end, their statistical tendencies are obtained using forecast differences from an 
Ensemble of Data Assimilations (EDA). Each EDA member is an independent analysis using the same data 
but perturbed observations. The structure of B assumes: linearized meteorological balances with respect to the 
Earth's rotation and vertical motion, and the positional and directional distribution of errors are horizontally 
uniform (equally spread), while the vertical is governed by the vertical pressure profile. This roughly resembles 
a deformed tear-drop. In this paper, we augment the established EDA method in estimating our B matrix with 
our assumptions to demonstrate its large-scale regional estimation capability against the EDA method without 
our new augmentation.
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Area Modeling (HIRLAM) consortium across 26 countries in Europe and northern Africa for short-range mesos-
cale NWP.

Retrospective analyses (reanalyses) provide temporally continuous and spatially coherent descriptions of atmos-
pheric model states over a long time-frame. The practice is now commonplace for large weather centers since 
their advent 40 years ago for the First Global atmospheric research program Global Experiment (FGGE), Bengts-
son et al. (1982). The temporal span of global reanalysis ranges between 10 years (ERA-15 for example) to nearly 
120 years (ERA20C, Poli et al. (2016)). The research community's use of reanalyses continues to grow worldwide 
as the scope of its use reaches into policy making, the energy sector, agriculture, education and other econom-
ic markets. At the time of writing, this paper Google scholar quotes in excess of 30,000 citations for NCEP/
NCAR's 40-year reanalysis, Bromwich and Wang  (2005), and 19,000 for ECMWF's outgoing ERA-Interim, 
Dee et al. (2011). Global reanalyses also feed into more specialized regional reanalyses. Regional reanalyses add 
clarity with increased resolution and increasingly bespoke orography, dynamics and physics considerations, as 
spatio-temporal resolution increases. Upcoming specialist and regional reanalyses in Europe provided under the 
Copernicus Climate Change Services (C3S) framework include Copernicus Arctic Regional Reanalysis (CAR-
RA) and CERRA-Land.

The background error covariance matrix is a vital component of any DA system. This importance carries over 
into a DA system for regional reanalysis, but B-matrix calibration and estimation takes a slightly different tone to 
that of shorter time-scaled weather prediction applications. The B-matrix spreads information presented by the 
observations over the analysis increment. It does this by providing statistically consistent increments to the neigh-
borhood of grid-points at all levels of the model for modeled variables. Second, it tries to ensure that observations 
of model variables, temperature for example, produce dynamically consistent increments across other model 
variables, such as wind and humidity. Cardinali et al. (2004) illustrated with the ECMWF boreal spring 2003 op-
erational system, that 15% of the global influence is due to the assimilated observations in any one analysis, and 
the complementary 85% is the influence of the information from the B-matrix, a short-range forecast containing 
information from earlier assimilated observations. Further to this, 25% of the observational information was pro-
vided by surface observations and 75% by satellite systems.

Two issues of practicality known about the B-matrix are: it is ill conditioned and it is too large to represent ex-
plicitly. Ill conditioning increases the number of iterations for convergence, if convergence even remains a pos-
sibility, and can seriously degrade analysis quality, El-Said (2015). Even if convergence were to be achieved, for 
an ill-conditioned B, this would increase the likelihood of convergence on a non-unique (or nearly non-unique) 
local minimum, rendering the resulting analysis almost useless. The impossibility of storing B, implicitly dic-
tates needing to build the action of the square-root of B, in the form of a series of coded procedures. These two 
problems are simultaneously and conveniently dealt with by a change of variable, known as the control variable 
(or vector) transform (CVT). CVT allows implicit B-matrix specification, avoiding B inversion, explicit memory 
storage. A surrogate control vector is thus introduced, which conveniently preconditions, de-correlates and great-
ly reduces it to a more manageable size.

Specification of a surrogate control vector requires knowledge of its structure (modeling B), and commensurate 
estimation of the parameters governing its structure (estimating B). The large body of research behind modeling 
the structure of B in the last two decades strongly suggests that B is: anisotropic, heterogeneous, multivariate 
and flow-dependent, Bannister (2008). The global ECMWF and Meteo-France weather models rely on expan-
sion of the fields as spherical harmonics. The HARMONIE NWP system uses the ALADIN model, which is an 
adaptation of the global Meteo-France model for regional areas. ALADIN utilizes an extension zone to repre-
sent the fields as bi-periodic. A Fast Fourier Transform (FFT) technique is then used to calculate the bi-Fourier 
harmonics. The spatial correlation structure therefore follows a spectral convolution rendering spatial structures 
as isotropic and homogeneous. Spectral convolutions are also vertically nonseparable, meaning that broad hori-
zontal correlations are deep, and narrower horizontal correlations are isometrically shallow in 3D space. Nonsep-
arability facilitates correct, and necessary, specification of mass-wind correlations (Bartello & Mitchell, 1992; 
Phillips,  1986). Balance is incorporated by imposing locally linearized geostrophic and hydrostatic balances. 
Vorticity and geopotential are related via the f-plane assumption, which is appropriate for the ALADIN domain. 
The Coriolis and Laplacian operator ratio in the f-plane equation is estimated by linear regression, Berre (2000). 
Multiple linear regressions are then used to estimate divergence, temperature and surface pressure, and specific 
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humidity. This entire procedure comprises the balance operator. The extension to specific humidity was added to 
ALADIN, after adapting the original NCEP method (Derber & Bouttier, 1999; Parrish et al., 1997).

Estimating the B-matrix is of commensurate importance to modeling it. The statistical material provided to the 
B-matrix directly influences any given analysis. The three known methods for estimating the B-matrix are: the 
observation-background disentanglement technique, Hollingsworth and Lönnberg (1986), the NMC method, Par-
rish and Derber (1992), and statistics obtained from forecast differences originating from an Ensemble of Data 
Assimilation (EDA) analyses, Fisher (2003). The EDA-technique enables time-varying background error if up-
dated with sufficient temporal frequency. EDAs can also provide insight into model uncertainties, Palmer (2001). 
The EDA technique performs several analyses, usually at lower resolution, where each member is distinguished 
by a mixture of either; perturbing observations, SST fields, initial conditions, model physics, according to pre-
scribed statistical distributions and thus covariance matrices. The subsequent analyses are then used to produce 
short forecasts and differences between these forecasts are computed to provide the statistical material needed 
for the B-matrix.

“Flow-dependence” is a particular aspect related to both B-matrix modeling and its estimation. The literature on 
B-matrix estimation uses flow-dependence to broadly pertain to interdependence of atmospheric variables on 
atmospheric or dynamical flow. The mathematical specification of flow-dependence translates to geostrophic 
and hydrostatic balance equations, both of which are a spatio-temporally evolving phenomenon. The literature 
often asserts flow-dependence, while the explicit temporal aspect of flow-dependence in mathematical terms is 
implicitly present, to varying degrees. For example, via a static B-matrix averaged over a specific time-frame. 
A particular example is an EDA of 3DVARs is used in Brousseau et al. (2012), where the balance operator in 
B is modeled by linearized analogs of the nonlinear balance equations (from Berre  (2000)), and background 
errors are estimated via a temporally moving average of 3DVAR EDAs over a specified time-frame. This has 
a degree of flow-dependence, incorporating spatial balance structures evolved temporally. Flow-dependence in 
Bonavita et al. (2012) is achieved through the inherent time-propagation feature of 4DVAR in an EDA context, 
similar to ERA-Interim in a reanalysis context (Dee et al., 2011, described in Section 2.1.3). Another example 
from a similar time to the aforementioned studies, was done at the ECMWF outside the reanalysis context in 
Isaksen et al. (2007), where the balance operators are linearized around the background state, and a 10-member 
EDA of 4DVARs was used, without a moving average. In this paper, we ensure that all the forecast differences 
obtained from the EDA subjected to a temporal quotient using our new functionality, allowing the B-matrix to 
be estimated at frequent temporal intervals throughout. An advantage of incorporating temporal tethering in this 
way is alleviating the need to reconfigure the B-matrix during re-analysis production, which is useful given the 
time-span involved. The ERA-Interim report shows that the design consideration of B-matrix retuning, due to 
temporally changing observation networks over decadal time-frames, was not needed in a reanalysis context, Dee 
et al. (2011).

In this paper, we investigate the impact of varying the degree of influence placed on different sources of forecast 
differences arising from the CERRA-EDA system for computing a synchronous B-matrix at prescribed temporal 
intervals. We do this in the context of the CERRA reanalysis system, over the European and North-African do-
main, with a total time-span of ∼40 years. The CERRA system, is described fully in Section 2, with brief details 
on the observations used in Section 2.1, and B-matrix design in Section 2.2. The potential statistical variability 
of background error relevant to CERRA is shown in Section 2.2.2, followed by details on the new forecast dif-
ference temporal quotient in Section 2.2.3. Section 3 details our line of enquiry, with a brief explanation of the 
weather regime paradigm used, and describes our proposed case study. We detail the design of the case study in 
Section 3.1, and how the actual CERRA-EDA system is used to investigate the bandwidth of possibilities offered 
by our method in Section 3.1. The highlights of our investigation with illustrative examples are discussed in Sec-
tion 3.2. Finally, we conclude our main findings in Section 4.

2.  The CERRA System
The CERRA system was developed to deliver the European regional reanalysis as described in the previous sec-
tion, with a domain covering Europe, Northern Africa and South-Eastern parts of Greenland, as in Figure 2. A 
condensed picture of CERRA is pictorially illustrated in Figure 1. The CERRA system consists of two principal 
streams: the principal deterministic stream, CERRA-DET and an EDA stream, CERRA-EDA. Both of these 
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streams compose CERRA, and when we refer to just “CERRA” herein, it refers to both CERRA-DET and CER-
RA-EDA. CERRA uses the HARMONIE NWP system (code cycle version: cy40h1), with ALADIN physics, 
3DVAR to analyze the upper atmosphere, and an Optimal Interpolation (OI) technique to analyze the surface. 
CERRA is set to 106 vertical levels. CERRA-DET has a horizontal grid-box resolution of 5.5 km, a 4-min time-
step and assimilates eight times per day. CERRA-EDA is a 10-member Ensemble of 3DVAR Data Assimilations 
with 11 km grid-box resolution, 10-min time-step and assimilates four times a day.

ALADIN is coupled to an OI surface analysis system called MESCAN. MESCAN adopts its name from SMHI's 
“MEsoscale Surface analysis” (MESan), Häggmark et al. (2000), and Metéo-France's “Code d’Analyze Neces-
saire à ARPEGE pour ses Rejets et son Initialization” (CANARI) systems. MESCAN is coupled to ALADIN, and 
analyses 2-m temperature and relative humidity (T2m and RH2m, respectively). Once the T2m and RH2m incre-
ments are computed, MESCAN updates soil moisture, surface temperature and deep soil related variables using 
a relatively simple two-layer model. SURFEX simply stands for “SURFace EXternalisée,” an external 14-layer 
surface model, Masson et al. (2013), which will be run after the completion of CERRA, computing variables such 
as: run-off drainage, ground water charge, flood plains, water budget, evaporation fluxes, soil moisture and snow 
depth. This will be known as CERRA-Land.

CERRA-DET and CERRA-EDA are shown to have three inputs worth mentioning: B-matrix, observations and 
Lateral Boundary Conditions (LBCs). The two that differ are the B-matrix and the LBCs. CERRA-DET ob-
tains its LBC-forcing from a 31 km resolution 31 km ERA5-LBC stream. The observations used are detailed 
in Section 2.1. The B-matrix it uses, is modeled as in Section 2.2, and estimated using CERRA-EDA, which is 
explained further in Section 2.2.3.

CERRA-EDA itself uses a static climatological B-matrix for each member when it minimizes each of its re-
spective 3DVAR, with equal influence from both summer and winter periods (detailed further in Section 2.2.3, 
Equation 7). These are 6-hr forecast differences done at 5.5 km. ERA5's dedicated EDA stream, providing 10 
LBCs, which we make full use of in CERRA-EDA. Each ensemble member is obtained by perturbing the same 

Figure 1.  Condensed diagram of the Copernicus European Regional Re-Analysis (CERRA) system, which comprises CERRA-DET and CERRA-ensemble of data 
assimilations (EDA). 𝐴𝐴 𝐴𝐴

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
 denotes a CERRA-EDA-input climatological (50% summer 50% winter) B-matrix which is static. 𝐴𝐴 𝐴𝐴

5.5
𝑒𝑒∕ℎ

 denotes forecast differences at 
5.5 km arising from summer (e-ete) and winter (h-hiver) periods, whereas 𝐴𝐴 𝐴𝐴

5.5←11

𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗
 denotes 11 km interpolated up to 5.5 km, for the (jour-daily) forecast differences. t(d) 

is a time function dependent of day within given year. Equation references are explained further in Equation 8.
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set of observations, at each assimilation time for each member. The lateral boundary conditions (LBCs) come 
from ERA5. ERA5 similarly has a main stream, 31 km and 20-min time-step, with an accompanying 10-member 
EDA at 63 km and a 12-min time-step, Hersbach et al. (2020).

2.1.  Observations

The observations used for CERRA are obtained from two main sources: the Meteorological Archival and Retriev-
al System (MARS) and European Center File Storage system (ECFS) at the ECMWF. These observations include 
conventional observations: synoptic surface observation stations (SYNOP), ships and drifting buoys. Other ob-
servations include: radiosonde, aircraft (AIREP, ACAR, AMDAR), satellite radiances from different instruments 
such as Advanced Microwave Sounding Units (AMSU-A and AMSU-B), Microwave Humidity Sounder (MHS) 
and Infrared Atmospheric Sounding Interferometer (IASI), and satellite based atmospheric motion vector (AMV) 
wind data. Ground-based observations of zenith total delay (ZTD) from the Global Navigation Satellite System 
(ground-based GNSS) are also used. The ground-based observations from GNSS are part of a network of repro-
cessed ZTD's provided by the European Reference Permanent Network (EUREF-EPN, Bruyninx et al. (2019)). 
Furthermore, GNSS-RO (Radio Occultation) observations provided by the Global Navigation satellite system 
receiver for Atmospheric Sounding, from EUMETSAT's large network of Satellite Application Facilities (GRAS-
SAF) are also reprocessed to increase the signal to noise ratio. Finally, scatterometer observations are fetched 
directly from the EUMETSAT dissemination center EUMETCAST. In addition, we have excluded data from 
NOAA's older Microwave Sounding Unit (MSU) data, which had temporal coverage from 1978 to 2005, due to 
unresolved technical issues.

Figure 2.  Copernicus European Regional Re-Analysis (CERRA) domain illustrated by model topography. Grid points having 
a water surface of at least 80% are shown in light blue.
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Table 1 gives a broad picture of the temporal evolution of average number of 
observations throughout the majority of the CERRA time-frame. The tem-
poral change in observation networks particularly in March is of interest to 
us, as our case study in Section 3 is in March. It is important to mention 
the temporal evolution of observation quantities due to differing observation 
networks, especially in the context of reanalysis, since it has been previously 
shown to be an important factor due to its potential impact on background 
error covariances and therefore the analysis (Brousseau et al., 2012).

Table 1 also shows the influence of satellite observations, particularly their 
dramatic increase at the turn of the century, making up roughly 25% up from 

nearly 5%. An illustration of increasing dependence on satellite observations is revealed by looking at ATOVS 
and IASI data. For example, in 2018 they could make up to 90% of the total observations at a single assimilation 
time, whereas on average this is largely not the case. Observation processing also increases as the number of 
observations increase, raw observations can be of the order 107 preprocessing, reducing by up to three orders of 
magnitude postprocessing, for any single assimilation time. These illustrative synoptic statements have been seen 
in the diagnostic output at a single minimization time during March 2018, but have not been explicitly shown 
here. Further details of the observations in CERRA are covered in Wang and Randriamampianina (2021). We 
now describe the design of the B-matrix.

2.2.  B-Matrix Design

The B-matrix is not stored explicitly. However, we can elucidate each of its constituents to gain insight into its 
role in CERRA's 3DVAR. The spatial correlation matrix, containing one block for each total wave-number of 
the spectral model, for the correlations between the four control variables: wind (vorticity [ξ] and unbalanced 
divergence [ηu]), the unbalanced mass field (temperature and surface pressure 𝐴𝐴 (𝑇𝑇 𝑇 𝑇𝑇𝑠𝑠)𝑢𝑢 ) and unbalanced specific 
humidity (qu) is such that:
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where 𝐴𝐴 𝐂𝐂 ∈ ℝ
4𝑁𝑁𝑁𝑁×4𝑁𝑁𝑁𝑁 . Each block contains vertical and horizontal correlations, for all total wave-numbers 

n = 1, …, N and for all model levels l = 1, …, L, where L = 106. Note that vorticity is considered balanced. The 
structure of one of these blocks, specific humidity for example, has the form:

Year 1985 1991 1998 2003 2012 2018

Total 11.9 12.4 14.5 34.2 79.1 78.9

Satellite 1.0 0.8 0.7 10.6 40.6 38.3

Table 1 
Average Number of Observations for Each Assimilation Cycle (in 
Thousands) for the Whole Month of March in Each Respective Year as Used 
in Copernicus European Regional Re-Analysis (CERRA)
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 in Equation  2, and 
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The balance operator contains the multivariate balance relationships as originally devised by Derber and Boutti-
er (1999) and later adapted to ALADIN, Berre (2000), such that:
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L is the balance operator in spectral space. It accounts for the mass-wind and specific humidity balances, separate 
from the correlations dealt with in C. The theoretical idea is that L addresses hydrostatic and geostrophic balanc-
es in the vertical and horizontal by rendering the related variables as multiple linear regressions to be estimated. 
The vertical balances for mass-wind are taken into account by M, N, and P and these are related to specific hu-
midity via Q, R, and S. The horizontal balances are applied with the horizontal balance operator H, which is a 
diagonal matrix taking spectral vorticity coefficients and obtaining balanced geopotential by multiplication of the 
assumed linear regression coefficients. Balanced geopotential is the balanced part of the linearized mass variable 
deduced from (T, Ps) via the linearized hydrostatic relationship as in Parrish et al. (1997).

The final stage is to combine these steps to represent the total B-matrix such that:

𝐁𝐁 = 𝐋𝐋
𝑇𝑇
𝚺𝚺

𝑇𝑇
𝐂𝐂𝐂𝐂𝐂𝐂.� (4)

where Σ comprises σb along the diagonal, representing the background standard deviation for the respective 
wave-number, level and variable in spectral space. The regression coefficients, standard deviations and horizontal 
and vertical correlations are all updated every time the forecast differences are harvested from the EDA. This is 
described in the next section.

2.2.1.  B-Matrix Estimation: CERRA-EDA

CERRA-EDA is used to estimate the B-matrix for CERRA-DET. It is also used as a proxy for uncertainty quan-
tification in tangential applications to do with CERRA in general. CERRA-DET assimilates the observations, as 
described in Section 2.1, without perturbation. CERRA-EDA is a 10-member ensemble of assimilations, where 
each member is distinguished by having the same set of observations but perturbed using a diagonal observation 
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error covariance matrix with zero mean following a Gaussian distribution. Once each observation is perturbed, a 
3DVAR assimilation is performed and an analysis follows.

Each 3DVAR is cyclicly performed every 6 hr. The analysis of each member is then used to produce a 6-hr fore-
cast. These forecasts are forced by perturbed LBCs from the ERA5-EDA. This EDA implementation permits the 
consideration of observation error, implicit background error and implicit LBC error in the data assimilation pro-
cess. Model error is not taken into account, as none of the conventional techniques such as Stochastic Perturbation 
of Physical Tendencies (SPPT) Stochastic Kinetic Energy Backscatter (SKEB) have been included.

The differences of these 6-hr forecasts are computed between each adjacent ensemble member such that:

𝐝𝐝
𝑓𝑓

𝑖𝑖𝑖𝑖𝑖+1
= 𝐱𝐱

𝑓𝑓
6ℎ

𝑖𝑖
− 𝐱𝐱

𝑓𝑓
6ℎ

𝑖𝑖+1
,� (5)

for member i, such that i = 0, …, 8 and 𝐴𝐴 𝐝𝐝9,0 = 𝐱𝐱
𝑓𝑓
6ℎ

9
− 𝐱𝐱

𝑓𝑓
6ℎ

0
 . These differences are then used to compute the corre-

lations, multiple linear regression balance relationships, and standard deviations that compose the B-matrix. The 
differences between these background fields have the statistical characteristics of differences between fields of 
background errors. This means they have the covariance structure of background error, but twice the variance:

𝜎𝜎(𝝐𝝐
𝑓𝑓
) =

1
√

2

𝜎𝜎(𝐝𝐝
𝑓𝑓
),� (6)

which is also loosely known as the “residual NMC” value. Further explanations and schematics to how back-
ground error statistics are general from an ensemble in this way are elucidated in Fisher (2003).

The choice of 3DVAR, 10-members, 11 km and 10-min time-step, for the EDA were a sufficient compromise 
to meet constraints on computational expense and implementation. The effect of the number of EDA ensemble 
members on the behavior of background error standard deviations are discussed Section 3.2.1. Reducing the 
resolution from 5.5 to 11 km yields half the number of grid points in both directions of the bi-harmonics, and 
allows for an increase in time-step. This explains why CERRA-DET has a 4-min time-step in comparison to 
CERRA-EDA's 10-min time-step.

We have chosen this route of using an EDA with 3DVAR mainly as an optimal compromise to satisfy operational 
deadlines and resource constraints such as running cost, complexity (maintenance), and running time (speed). 
Another reason is that in the context of the reanalysis, reasonable measure of uncertainties that can be obtained 
from an EDA is required.

2.2.2.  Potential Statistical Variability

Prior to developing CERRA-EDA a preliminary system was created and successfully tested on Metéo-France's 
OLIVE-ALADIN system. We use the results from this system as an illustrative analogue in this section only, and 
in Figures 3–5. OLIVE is the bespoke scripting shell used at Meteo-France to control their NWP systems. This 
acted as the blueprint for the ensuing CERRA-EDA system. It is this preliminary system that was used to iden-
tify potential variabilities requiring consideration and decisions with regards to developing CERRA-EDA. This 
section discusses plots produced using this preliminary system. The OLIVE-ALADIN EDA system had 5.5 km 
grid-box size, five-members and forced by 42 km LBCs from AEARP (Metéo-France's global EDA system for 
ARPEGE), cycled 6-hourly with differences taken from 6-hr forecasts. The two periods used for the results shown 
in this section were 1st–18th July 2017 and 1st–18th December 2018.

The only differences between this preliminary system and the CERRA-EDA system are the number of members 
and LBC grid-box resolution. The difference in the number of members is discussed in our case study in Sec-
tion 3.2.1. The difference in resolution of the LBCs between those provided by ARPEGE and ERA5 did cause a 
marked difference in the B-matrix statistics. This difference was systematic and arbitrary however. The overall 
variation profiles and behaviors remained the same. This is worth mentioning but is not shown in this article.

The potential areas of statistical variability relevant to our study here are: the model and its resolution, time-scales 
(daily, weekly, monthly, and seasonal), and the observation systems over decadal time-scales. These areas of 
variability have been investigated in the literature and are known, and they have also been echoed in Brousseau 
et al. (2011); Brousseau et al. (2012). Weather regime change can be categorized under daily variability. An illus-
tration of the potential variability that can be exhibited day-to-day is shown in Figures 3 and 4.
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Figures 3 and 4 both simultaneously show potential seasonal and daily variabilities. Figure 3 shows total σb val-
ues in the vertical, where between 1,000 hPa and 800 hPa there is potential of a 50% change in the base σb value 
for specific humidity from summer to winter for example, Similarly, the top-left plot in Figure 4 shows larger 
potential variability can be seen in the horizontal scales, where nearly an entire order of magnitude of change in 
specific humidity is possible for the largest scales (∼103) and the smaller scales (∼102).

Figure 5 shows the temporal variability of σb. In Figure 5a, the total 𝐴𝐴 𝐴𝐴
𝑃𝑃𝑃𝑃

𝑏𝑏
 value over time has potential to change 

significantly from the base value that would otherwise be predicted by a seasonally static set of statistics arising 
from a climatological B-matrix (dotted-lines).

An important parameter that we derive from the general theme exhibited by Figure 5, more specifically Figure 5d 
for vorticity, is that the steepest gradient in σb occurred from days 10 to 𝐴𝐴 12

1

2
 (approximately). This illustrates that 

the maximum change shown in this preliminary experiment for a control variable is 𝐴𝐴 2
1

2
 days. This contributed to 

our choice of using 𝐴𝐴 2
1

2
 -days-worth of assimilation times in length as a moving average, for CERRA-EDA. This is 

then used to update the B-matrix every 2 days in CERRA-DET, as is described in the next section.

2.2.3.  Forecast Difference Mixing

There are two pools of forecast differences used to produce the B-matrix: a 5.5 km climatological part and a 
11 km daily part. The climatological part is a mixture of summer and winter differences, 𝐴𝐴 𝐴𝐴

5.5
𝑒𝑒  and 𝐴𝐴 𝐴𝐴

5.5

ℎ
 , respective-

ly, where subscripts “e” and “h” denote (ete-summer) and (hiver-winter), respectively. The forecast differences 
for 𝐴𝐴 𝐴𝐴

5.5
𝑒𝑒  and 𝐴𝐴 𝐴𝐴

5.5

ℎ
 come from the following periods: 1st–10th July 2017 and 1st–10th January 2018 respectively 

(Figure 6). The forecast differences for these periods have been computed previously (offline) and are stored.

Conventionally the first climatological part comprises a fixed set of forecast differences, precomputed over a par-
ticular time period as in Brousseau et al. (2011). There is no time-varying mixture occurring. This is known as a 
static climatological B-matrix. We use this as our reference for the experiments in Section 3. Writing the forecast 
differences used for the static climatological B-matrix we have:

Figure 3.  Vertical σb profiles as a function of pressure (hPa) for the following variables: specific humidity (top-left), temperature (top-right), vorticity (bottom-left) and 
divergence (bottom-right). Each profile represents σb for one assimilation time. Summer is represented by the period 1st–20th July 2017 (red lines), and winter 1st–20th 
December 2018 (blue lines).
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𝐷𝐷
5.5
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

= 𝐷𝐷
5.5
𝑒𝑒 (1 − 𝜏𝜏) + 𝜏𝜏𝜏𝜏

5.5
ℎ
,� (7)

where τ is an arbitrary constant. The differences composing 𝐴𝐴 𝐴𝐴
5.5

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
 can generally have any resolution and come from 

any period, but we have written it this way to show the dual-seasonal split. CERRA-EDA itself uses the B-matrix 
described in Equation 7, which is different to the B-matrix derived from CERRA-EDA for CERRA-DET.

We take this one step further by introducing two-layers of time-dependency. A time-dependent function govern-
ing the proportion of summer and winter differences used, based on the time of year, synergizes an appropriate 
number of forecast differences from each season. This implies that 𝐴𝐴 𝐴𝐴

5.5

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
 in Equation 7 will become time-depend-

ent: 𝐴𝐴 𝐴𝐴(𝑡𝑡)
5.5

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
 . Brousseau et al. (2012) employs a time-dependent version of 𝐴𝐴 𝐴𝐴(𝑡𝑡)

5.5

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
 , cycling every 24 hr.

The second layer is also time-dependent, 𝐴𝐴 𝐴𝐴(𝑑𝑑)
5.5←11

𝑗𝑗
 , where “j” denotes jour and d is the current day in the year. 

The differences 𝐴𝐴 𝐴𝐴(𝑑𝑑)
5.5←11

𝑗𝑗
 come from a lower resolution 11 km “online” CERRA-EDA running in parallel to 

CERRA-DET. Once the differences are taken at 11 km a standard quadratic interpolation technique is used to 
bring it up to 5.5 km.

The two-layer time-dependent function governing the proportion of forecast differences mixed to make the B-ma-
trix is such that:

𝐷𝐷(𝑡𝑡)5.5 = [𝐷𝐷5.5
𝑒𝑒 (1 − 𝑡𝑡(𝑟𝑟)) +𝐷𝐷

5.5
ℎ
𝑡𝑡(𝑟𝑟)]

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

𝐷𝐷(𝑡𝑡)5.5
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

𝛼𝛼 + (1 − 𝛼𝛼)𝐷𝐷(𝑑𝑑)5.5←11
𝑗𝑗

,

� (8)

where 𝐴𝐴 𝐴𝐴(𝑡𝑡)5.5 ∈ ℝ
3 is the total pool of forecast differences used to create the B-matrix at 5.5 km and α is the fore-

cast difference mix ratio. For CERRA production, α = 0.8. Notice that Equation 7 is a special case of Equation 8, 
where t = τ is fixed for all time, and α = 1. t is a time-dependent periodic function, t (r + T) = t(r), such that:

𝑡𝑡(𝑟𝑟) =
𝑟𝑟(𝑑𝑑)

ℎ
,� (9)

Figure 4.  Horizontal 𝐴𝐴 𝐴𝐴
2

𝑏𝑏
 values as a function of length-scale (km) at ∼1,000 hPa for the following variables: specific humidity (top-left), temperature (top-right), 

vorticity (bottom-left) and divergence (bottom-right). Each profile represents σb for one assimilation time. Summer is represented by the period 1st–20th July 2017 (red 
lines), and winter 1st–20th December 2018 (blue lines).
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where t depends on r(d) such that:

�(�) =

⎧

⎪

⎨

⎪

⎩

−�modℎ for � ≤ ℎ

�modℎ for � > ℎ
.� (10)

We set h = 182 to roughly represent half the days in the year. The period is 
roughly the number of the days in the year, T = 365 as is the current day in 
the year, represented by d ∈ [1, 365]. For example, d = 1 would imply that 
the date is 1st January and d = 365 is 31st December. The forecast differ-
ences, 𝐴𝐴 𝐴𝐴(𝑑𝑑)

5.5←11

𝑗𝑗
 , constitute 2𝐴𝐴

1

2
 -day worth of assimilation times, as a moving 

average. This is to account for the maximum gradient of ∼21
2
 -days seen in 

the preliminary studies we did prior to implementing CERRA, shown in Sec-
tion 2.2.2, Figure 5.

Here is an example to illustrate how Equation 8 works. On the 1st January at 
00:00 UTC say, we would have d = 1, r (1) = 182 and then t(r) = 1. There-
fore, all the differences for 𝐴𝐴 𝐴𝐴(1)

5.5

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
 would come from 𝐴𝐴 𝐴𝐴

5.5

ℎ
 and none from 

𝐴𝐴 𝐴𝐴
5.5
𝑒𝑒  . Finally, 𝐴𝐴 𝐴𝐴(1)

5.5←11

𝑗𝑗
 would constitute a moving average of 2.5 days prior 

to and including the current hour, so everything from 18:00 29th December 
to 1st January at 00:00 UTC. At the very start of the cycle when these days 
are not available for 𝐴𝐴 𝐴𝐴(1)

5.5←11

𝑗𝑗
 , only 1st January at 00:00  UTC would be 

used. This means the CERRA 80%/20% quotient is cannot be strictly en-
forced temporarily. The moving average would incorporate the new days as it 
rolls forward in time, until it has the full 2.5 days on 3rd January 06:00, where 
the quotient becomes satisfied.

The purpose of the high-resolution EDA is to capture seasonal variability, 
and to estimate background error covariances for CERRA-DET's 5.5  km 
horizontal scales. This is the most important consideration in the context 
of our high-resolution regional reanalysis, hence the choice of α = 0.8 was 
chosen for CERRA production. The purpose of the lower-resolution EDA is 
to have live tethering to the current meteorological situation, as is realized on 
a daily basis, for horizontal scales higher than 11 km. This has the potential 
to allow for changes arising from larger meteorological phenomena such as 
weather regime change.

3.  Case Study: Can CERRA-EDA Capture a Change in 
Weather Regime?
We begin by asking the question: Can the way we introduce flow-dependency 
into our B-matrix sufficiently detect a change in weather regime? If so, are 
there any caveats? And, what impact does this have on the overall data as-
similation system, and analysis and forecast quality? Before answering these 
questions we briefly explain how a weather regime is characterized.

There are numerous methods used to identify weather regimes. The data we 
use utilizes the methodology detailed in Vautard (1990). The way the authors 
compute the weather regime is by using a 24-hr centered finite difference 
of principal components of large-scale tendencies to compute instantaneous 
tendencies. A composite tendency function is the least squares cost function 

of: small-scale tendencies, large-scale tendencies and other factors. The solution of this composite tendency func-
tion identifies the weather regime. Roughly speaking, an ensemble average of these composite tendency functions 
is taken, to ensure that the solutions (weather regimes) arrived at are statistically convergent. In this way, four 
weather regimes categorically emerge: a European blocking dipole, enhanced zonal flow, a positive anomaly over 

Figure 5.  Total σb values for (a) surface pressure, (b) temperature, (c) 
specific humidity and (d) vorticity as a function of days in the month. Each 
line represents the total σb value for each day in the respective month of the 
experiment. First 18 days of December 2018 (blue-lines) and first 18 days of 
July 2017 (red-lines). The dotted lines are the σb values taken from the static 
climatological B-matrix, summer seasonal average (red-dotted line), and 
winter seasonal average (blue-dotted line).



Journal of Advances in Modeling Earth Systems

EL-SAID ET AL.

10.1029/2021MS002637

12 of 27

Greenland and a ridge over the eastern Atlantic Ocean. Weather regimes in Europe are generally identified by 
quasi-stationary centers of pressure ratios at ∼500 hPa roughly over the Azores Islands, west Portugal and Ice-
land. The weather regime paradigm is used to characterize large-scale circulation patterns over regional domains. 
It is also used as a proxy to predict significant short-to-mid-term changes in the statistical probability of hot and 
cold extremes and precipitation occurrences across Europe. We will term categorizations of weather regimes in 
Europe, as mentioned previously, as: North-Atlantic Oscillation (NAO +/−), Atlantic Ridge (Dor. and Min. Atl.), 
Blocking (bloc été/hiver), Zonal, and Greenland anomaly (Anti. Groenl, ref: Figure 6).

To be able to clearly identify if the B-matrix is capable of detecting a change in weather regime, we selected two 
periods where the winter regimes differ and exhibit clear changes of weather regime within the respective peri-
ods: March 2003 and March 2018, as shown in Figures 10 and 11.

3.1.  Experiment Design

The underlying system used for experiments is CERRA, however, we vary α to obtain the different flavors of B. CER-
RA uses α = 0.8 and this does not change. To produce the different B-matrices used in our experiments, we alter the 
α component in Equation 8. The static climatological B-matrix is composed as described in Section 2.2.3 Equation 7.

We seek to establish whether the ability of the B-matrix to recognize a change in weather regime is contingent on:

Figure 6.  Weather regimes of periods used for 𝐴𝐴 𝐴𝐴(𝑡𝑡)
5.5

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
 climatological differences (ref: http://seasonal.meteo.fr/content/suivi-clim-regimes-quot). The summer period 

represented by the chosen days in July 2017 is dominated by a zonal regime, whereas the winter period represented by January 2018 shows a near-half between NAO+/
NAO− followed by a less-imposing winter blocking regime. Weather regimes: Bloc. été/hiver, summer/winter blocking; Dor. Atl., Atlantic Ridge; Min. Atl., Atlantic 
Minimum; and Anti Groenl., Greenland Anti-cyclone.
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1.	 �Varying climatology and daily forecast difference influence via α.
2.	 �The observation network used in both respective periods.

To investigate varying the influence of climatology and daily differences, we compute the following B-matrices:

1.	 �BS Climatology only. No daily. Equation 7 with τ = 0.5.
2.	 �B8020 Climatology-dominant with daily. Equation 8 with α = 0.8.
3.	 �B5050 Climatology and daily equal. Equation 8 with α = 0.5.
4.	 �B2080 Daily-dominant with climatology. Equation 8 with α = 0.2.

Additionally, we refer to the dynamic B-matrices, B8020, B5050, and B2080 in the collective as Bdyn. To 
investigate the contribution of the observation network to the statistics we produce the B-matrices above using 
CERRA-EDA, and then run them with CERRA-DET, to produce analyses for the following periods:

1.	 �March 2018 with default observation settings (M18).
2.	 �March 2018 with observations settings closely mimicking March 2003 (M18sM03).
3.	 �March 2003 with default observation settings (M03).

The abbreviations are used to refer to each period herein. M18sM03 allows us to isolate the general contribution 
of the observation network to the ensuing results. To allow the observation network of M18 to mimic M03 as 
closely as possible (M18sM03), we removed the following observations: SATOB (polar and geostrophic), Atmos-
pheric Motion Vectors (AMV), Aircraft observations (AMDAR, AIREP, ACARS), and IASI. Figure 7 shows the 
averaged total and satellite observation numbers for M18, M18sM03, and M03.

Figure 8 illustrates the potential difference in spatial coverage at a single assimilation time shows significant 
aircraft coverage over the regions, which close to pressure centers and flow-corridors. This is sufficient reason to 
believe that this contributes to the enhanced ability of weather regime detection of M18 over M03. It is important 
to note that these aircraft observations were removed for the M18sM03 experiment. It is also important to note 

Figure 7.  Averaged total numbers of observations (left plot) and satellite observations (right plot), by day in March (x-axis), for: March 2003 (orange line), March 2018 
simulating March 2003 observations and March 2018 with default settings (black line). The observation data was averaged by being fitted to a 4th degree polynomial.
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the marked difference in coverage densities illustrated by Figure 8. Figure 8 is a snapshot of the bigger picture 
illustrated in Figure 7.

It has also been shown in Wang and Randriamampianina (2021) that the aircraft observations had the most im-
pact on CERRA analyses, which is relevant to us here since these form a part of the observations we removed 
for M18sM03.

3.2.  Results

In this section we describe our results in four parts. The impact of each B-matrix on: the temporal evolution of σb, 
the spatial structures of σb, a single-observation experiment showing the horizontal and vertical cross-correlation 
structures, and the overall impact on the quality of the analysis and forecast.

Figure 8.  Aircraft observations over all vertical levels (green dots), with rough positions of North-Atlantic Oscillation 
(NAO) pressure centers: Azores Islands and South Iceland (red dots). The observations in each plot are a single assimilation-
time snapshot for 15th March 2003 at 12:00:00 UTC (top plot) and 15th March 2018 at 12:00:00 UTC (bottom plot).
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The results are obtained by using B-matrices as described in Section 3.1. The observations used for the analysis 
in this entire section are the same as the assimilated observations in the experiment and in CERRA production.

3.2.1.  Temporal Impact on σb

Figure 9 shows the behavior of the background error standard deviations with time, when using CERRA-EDA 
with 5 members (green-lines) and 10 members (red-lines). The behavior is very similar, showing the 5 member 
ensemble's timely and sufficient reaction to weather regime, while producing σb values that are systematically 
slightly less than the 10-member equivalent. However, the behavior of both EDAs is largely the same. This means 
that the statistical spread of σb decreases when using fewer ensemble members in CERRA-EDA. The maximum 
number of LBCs available from ERA5 was 10 members, and therefore we could not increase the number of 
members used any further.

The time series plots, shown as the bottom two plots of Figures 10 and 11, indicate two interesting aspects. The 
mean range of M18 (red lines) is quite narrow in comparison to M18sM03 and M03, showing a tendency to 
remain reasonably close to the σb value of BS, except in times of weather regime change. M18sM03 and M03 
have comparatively wide σb ranges to M18, remaining virtually flat even in times of WR change. Since M18sM03 
has a wide range of σb values, almost mimicking M03, it is fair to say that the large σb range is attributed to the 
difference in observation network, since M18 naturally has the improved observation network.

The second aspect is the flexibility of σb for M18, with the improved observation network. M18 is the only period 
showing any significant change at times of weather regime change. The α also plays a role here, since the changes 
are clearly more visible for α = 0.2, 0.5. For example, M18 𝐴𝐴 𝐴𝐴

𝑞𝑞

𝑏𝑏
 values (bottom plot: Figure 10) exhibit more read-

iness to change, while remaining close to BS's 𝐴𝐴 𝐴𝐴
𝑞𝑞

𝑏𝑏
= 4.8 value. Another strong σb fluctuation between days 23 and 

27 further illustrates the potential for rapid change, given a more weighty influence on the daily EDA statistics 
for B2080. This is mimicked in a more dilute sense for B5050. M03 and M18sM03 show near-to-no change in 
comparison to M18, except between days 26 and 28, and even then, it is very small.

It is therefore fair to conclude from Figures 10 and 11 that the coverage of the improved observations of M18 
over M03, aid in the flexibility of σb at times of weather regime change, and the range of the σb values of each 
respective period. In aid of this conclusion, we see that both M03 and M18sM03 have nearly identical σb val-
ue-ranges and σb temporal flatness. This is due to having almost identical observation networks. It is important 
to factor in that aircraft observations were removed to allow M18sM03 to mimic the March-2003 observation 
network, which can be seen to provide vital coverage over areas characterizing weather regime change (Figure 8). 
For M18, it is both clear that σb is more willing to change and α facilitates the breadth of change σb can exhibit. 
This illustrates both the potentiality of the EDA to adjust to sudden changes in the meteorological situation, given 
sufficient observations, and the need to estimate α correctly.

3.2.2.  Spatial Impact on σb

The horizontal profiles in Figure 12 illustrate the primacy of having a more effective and denser observation 
network for M18. Comparing M18 (blue lines) with M18sM03 (green lines), the blue line consistently has a 
higher variance profile across all wavelengths above 11 km. This is explained by half of the differences (α = 0.5) 
coming from 𝐴𝐴 𝐴𝐴

5.5←11

𝑗𝑗
 . M18sM03 otherwise behaves almost identically to the bulk of the M03 profiles (red lines), 

where the few M03 profiles higher than M18sM03, particularly in the lower wave-length range for vorticity and 
divergence, is due to the different weather regimes present. These M03 profiles represent day 27 (as shown in 
Figure 11) where there is a slight increase in geopotential. M18 for those days is mainly NAO- with better ob-
servations and even higher geopotential values than M03, which explains the consistently higher vorticity and 
divergence profiles in the bottom two plots of Figure 12 for M18 over M03.

The vertical profiles in Figure 13 clearly show that increasing α, increases all standard deviation values for tem-
perature throughout the vertical, regardless of period. Conversely, having the minimum value of α = 0.2 as seen 
in Figure 13, the standard deviation of temperature is reduced by up to 1/3 of its original value.

Finally, comparing M18 to M18sM03 (left and middle plots, Figure 13), we observe that the range of 𝐴𝐴 𝐴𝐴
𝑇𝑇

𝑏𝑏
 values, 

within each respective B-matrix (B5050, blue lines and B2080, red lines), is much wider for M18. This is mainly 
due to the improved general observation coverage of M18 over M03 (Figure 7), allowing the change in α to have 
more effect. This is most visible for example, for α = 0.2, where for M18sM03 (Figure 13, middle plot, red lines), 
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Figure 9.  Total σb value at ∼800 hPa for: divergence (top-plot), vorticity (middle-plot) and specific humidity (bottom-plot), 
for period 3rd–29th March 2018, for experiments with B-matrices: B8020 (crosses), B5050 (dots), B2080 (squares), and BS 
(yellow-dotted-line). Additionally, CERRA-EDA with 5-members (green lines) and 10-members (red-lines). The vertical 
black lines divide periods of weather regime change.
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Figure 10.  Top plot: actual weather regime correlations exhibited in March-2018 over France, with source and weather regime abbreviations as in Figure 6. Middle-
plot: Total σb value for specific humidity at ∼800 hPa. Bottom-plot: same as middle-plot but for temperature. M18 (red ines) and M18sM03 (purple-lines) with 
B-matrices: B8020 (crosses), B5050 (dots), B2080 (squares) and BS (yellow-dotted line). The vertical black lines divide periods of weather regime. Period of middle 
and bottom plots: 3rd–29th March 2018.
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Figure 11.  Top plot: actual weather regime correlations exhibited in March-2003 over France (ref: http://seasonal.meteo.fr/content/suivi-clim-regimes-quot). Middle-
plot: Total σb value for specific humidity at ∼800 hPa. Bottom-plot: same as middle-plot but for temperature. M03 (blue-lines) with B-matrices: B8020 (crosses), B5050 
(dots), B2080 (squares), and BS (yellow-dotted-line). The vertical black lines show period of weather regime change. Period of middle and bottom plots: 3rd–29th 
March 2003.
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𝐴𝐴 𝐴𝐴
𝑇𝑇

𝑏𝑏
 does not exceed ∼0.4, whereas 𝐴𝐴 𝐴𝐴

𝑇𝑇

𝑏𝑏
 in M18 can reach ∼0.75, similar to σb of BS, which has no daily influence. 

This illustrates the dynamic potential of the B-matrix with more daily-EDA influence than climatological with 
more observations by varying α. This also shows in the total σb value, Figure 10.

3.2.3.  Single-Observation Analysis Increment Impact

Single-observation diagnostics are used here to illustrate the effect of the covariance structure, and differences be-
tween different matrices on the analysis increment. A single radiosonde observation of temperature at ∼800 hPa 
(2.5 E, 45°N), corresponding to a max innovation of 3 K. This was done for the March 2018 (M18) only.

Figure 14 shows the effect of different B-matrices: BS, B8020, and B5050, on temperature (left side, plots a, c, 
and e) and specific humidity (right side, plots b, d, and f). It is clear that the most severe increment is attributed to 
BS, both in its size (a maximum innovation of 3 K) and in the surface area, it inhabits horizontally. The vertical 

Figure 12.  Horizontal 𝐴𝐴 𝐴𝐴
2

𝑏𝑏
 profiles at 1000 hPa of: specific humidity (top-left), temperature (top-right), vorticity (bottom-left) and divergence (bottom-right) for B5050 

(α = 0.5) for experiments: M18 (blue lines), M18sM03 (teal lines) and M03 (red lines).
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cross-sections show that the differences in analysis increment area is very small between Bdyn, while the size of 
the increment is still slightly larger for BS.

Vertical and horizontal cross-sections for the B2080 B-matrix of temperature, specific humidity and wind in-
crements are plotted in Figure 15. The left-plots (a), (c), and (e) show the cross-correlation structures between 
the aforementioned variables during the NAO- phase of March-2018 (11th March), with the right-plots (b), (d), 
and (f) showing the much weaker increments during the Atlantic Ridge phase of March 2018. The decrease in 
increment severity seen in Figure 15 reflects the timely drop in σb since in Figure 10. The marriage of what is 
seen here in Figures 15 and 10 illustrates the correct capture of weather regime change. During an Atlantic Ridge, 
the increment is a lot smaller for temperature, specific humidity and wind, since the high pressure-center would 
block the North Atlantic jet-stream, which is amplified in the opposite situation of an NAO− regime. This is the 
desired outcome, to mirror reality more appropriately.

In summary, Bdyn exhibit lighter increments than BS, reflecting enhanced statistical awareness of weather re-
gime change. This is reflected by using a time where there was a weather regime change versus not. The observa-
tion qualities are the same between all the matrices, however, Bdyn clearly adjusts to the weather regime change 
and BS does not. This shows that our method offers this advantage over a static B-matrix.

3.2.4.  Evaluating Diagnostics, Analysis, and Forecast Impact

We begin by contrasting the results from Table 2 with Figures 10 and 11. The temporal behavior of wind back-
ground standard deviation is identical to temperature, and is therefore not shown. Anytime σb is mentioned, the 
reader is referred to Figures 11 and 10.

Table 2 shows diagnostics of relative difference of analysis and background departure root mean squares (RMSs) 
normalized by BS values. The diagnostics were done to show the whole period of March against the time in 
March where the weather regime change was most pronounced. The observation for the diagnostics are regu-
larly distributed in space and time: aircraft measurements of temperature and wind, and ground-based GNSS 
for specific humidity. Relative differences of RMSs for background and analysis departures are referred to as 
RDRMS(O-B) and RDRMS(O-A), respectively. The RDRMS for a given experiment using B-matrix Bdyn is 
computed in the following way:

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =

(

𝑅𝑅𝑅𝑅𝑅𝑅(𝐁𝐁𝐁𝐁𝐁𝐁𝐁𝐁) − 𝑅𝑅𝑅𝑅𝑅𝑅(𝐁𝐁𝐁𝐁)

𝑅𝑅𝑅𝑅𝑅𝑅(𝐁𝐁𝐁𝐁)

)

%.� (11)

To begin, we briefly explain how to interpret values in Table 2. For RDRMS(O-B) B8020 values for example, 
these values measure how far the background-state produced by B8020 actually is from the observations, in 
comparison to the BS equivalent, averaged over the period indicated. The same is analogously true for analysis 

Figure 13.  Vertical horizontally averaged σb profiles of temperature for the whole month of March: M18 (left plot), M18sM03 (middle plot) and M03 (right plot), 
respectively, for B-matrices: BS (green-dotted-line), B8020 (α = 0.8, purple lines), B5050 (α = 0.5, blue-lines), and B2080 (α = 0.2, red-lines). Each line represents the 
vertical temperature profile for one specific assimilation time.
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Figure 14.  Analysis increments using a single radiosonde temperature observation at (2.5°E, 45°N), ∼800 hPa, with an innovation value of 3 K. The left-hand side 
plots are the temperature analysis increments for the B-matrices: BS, B8020, and B5050, in longitude and latitude. The right-hand side plots are the specific humidity 
analysis increments for the B-matrices: BS, B8020, and B5050, against 106 vertical model levels and geometric latitudinal distance over the same geographical area as 
the left-hand plots (20°W–20°E, 30°N–60°N).
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Figure 15.  B2080 analysis increments using a single radiosonde temperature observation at (2.5°E, 45°N), ∼800 hPa, with an innovation value of 3 K. These are for the 
same background and observation but with a different B-matrix. Left-hand side plots show longitude-latitude plots of: temperature (a), specific humidity (c) and u-wind 
component (e) cross correlations for 2018-03-11-03H00, with weather regime: NAO-. Right-hand side plots show the exactly the same variables (b), (d), and (f), for 
2018-03-28-03H00 with weather regime: Atlantic Ridge (Dor. Alt.).
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departures, RDRMS(O-A). Positive values show how much the respective dynamic matrix has caused the analy-
sis to move away from the observations in comparison to BS.

The σb value of temperature (and wind) is smaller for all dynamic matrices than the BS equivalent, implying that 
the daily-EDA induces more trust in the background compared to BS. This causes the positive RDRMS(O-A) val-
ues of temperature and wind (first column of Wind and Temperature, Table 2), indicating an analysis farther from 
the observations. Conversely, for specific humidity, σb values are more than BS equivalent (except for α = 0.2), 
which show that the dynamic matrices are causing less trust in the background. As a result, the analysis fits the 
observations more closely (first column of Specific Humidity, Table 2). Figures 10 and 11 show σb values for 
temperature (and wind) are lower in the dynamic matrices compared to BS.

The (O-B) values show that changes seen in wind and specific humidity benefit the subsequent background in the 
assimilation cycle. Therefore RMS (O-B) values are slightly reduced with the lowest reduction being 0.3% for 
specific humidity in B8020 and the highest being 0.7% for wind in B5050 for the whole period of march over BS. 
However only the B8020 B5050 reductions in RDRMS (O-B) values are statistically significant. The opposite is 
true for temperature where the RMS (O-B) values increase slightly, but the changes are mostly not statistically 
significant.

The period of weather regime change shows the most significant change of σb values for the dynamic B-matrices 
compared to BS. These changes are seen in the reduction of RMS (O-B) values (second columns and second rows 
for wind and specific humidity, Table 2) with a maximum reduction of 2.4% for Ground-based GNSS observa-
tions in B5050. This significant change between these two periods is not true for B2080 however. B2080 shows 
RMS values for (O-A) and (O-B) for wind and specific humidity variables (second row of B8020 and second row 
of B8020, Table) that are close to B2080 values. This indicates that increasing the proportion of daily information 
from the EDA has no added benefit in this case. A plausible reason for this is the disparity between the resolu-
tions of the daily (11 km) and seasonal (5.5 km) forecast differences. The additional information from the daily 
differences is only relevant for model scales above 11 km.

We have shown that the use of dynamical B-matrices using our method offers more potential to improve the 
general behavior of this cyclic data assimilation system. This is relevant to the CERRA resolution and general 
reanalysis context.

The impact of dynamic B-matrix changes on the quality of the forecasts during the data assimilation cycle are fur-
ther evaluated using precipitation skill scores shown in Figure 16. The 24-hr accumulated precipitation is simulat-
ed by the sum of eight 3-hr forecasts from the data assimilation cycles between 6 UTC and 6 UTC the following 
day, and compared to rain-gauge measurements. There are ∼4,850 rain-gauge measurements available each day. 
Figure 16 shows the relative difference of Hiedke Skill Score (HSS) for measured precipitation thresholds every 

B-matrix Period

Winda Temperaturea Specific Humidityb

O-A O-B O-A O-B O-A O-B

B8020 1–31st 4.1 −0.5 3.6 0.3 −8.9 −0.3

26–31st 6.0 −1.2 5.0 0.2 −10.0 −1.5

B5050 1–31st 6.2 −0.7 6.1 0.5 −2.8 −0.5

26–31st 12.0 −2.1 11.0 0.1 −1.1 −2.4

B2080 1–31st 7.0 −0.3 7.2 0.3 0.2 0.2

26–31st 7.1 −0.2 6.8 0.2 −10.1 −1.7

Note. Each row shows B-matrices: B8020, B5050, and B2080 compared to and normalized by BS during two distinct 
periods: 3–31st March 2018, and 26–31st March 2018. Positive values in rows for each period indicate that the RMS for the 
respective B-matrix is larger than BS. Bold number indicates statistically significant differences using a Student's t-test with 
95% confidence interval.
aAircraft observations. bGround-based Global Navigation Satellite System (GNSS).

Table 2 
Percentage Relative Differences of Root Mean Square (RMS) Values of Observation-Analysis (O-A) and Observation-
Background (O-B) in the Observation Space for Aircraft Measurements of Wind, Temperature, and Ground-Based Global 
Navigation Satellite System (GNSS) Observations
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24 hr (0.2, 2, 5, and 10 mm/24hr) for B8020, B5050, and B2080 experiments 
compared to BS. Positive values indicate that the dynamic B-matrix experi-
ment is closer to the observations than BS. Circles on the curves indicate that 
the differences are statistically significant.

B8020 exhibits slightly better HSS values than BS (positive values, HSS is 
higher in B8020 than BS) for all the thresholds around the 1% relative dif-
ference region. However, this improvement is significant only for 0.2 and 
10  mm thresholds. B5050 only shows a significant improvement for the 
5 mm threshold, while B2080 is significantly better for 0.2, 2, and 5 mm 
thresholds. For other thresholds the HSS differences are not significant.

Our choice of B8020 for CERRA seems to be the best compromise when 
viewed in light of Table 2 and Figure 16. The quality of cyclic analyses and 
cyclic background qualities shown in Table  2 are similar for B8020 and 
B5050, both of which perform better than B2080 in this regard. Also, when 
viewing Figure 16 alone, B8020 performs better than B5050, but not as well 
as B2080 for low precipitation thresholds, and B2080 is worst for higher 
rainfalls. The sure-footed choice therefore is B8020 since it is the most con-
strained in terms of the amount of information it permits from the 11km-
scales, in comparison to B5050 and B2080.

While one of the main purposes of a reanalysis system is to provide optimal 
estimation of the atmosphere state at a given time, the system can also be 
used to initialize longer-range forecasts for operational NWP. To examine 
this potential and the aptitude of the system to provide input data for longer 
range forecasts, Figure 17 shows normalized RMSE of the analysis, 12-hr 
and 24-hr forecasts all valid at 00H00 and 12H00 UTC, of geopotential and 
temperature fields using radiosonde measurements. Each of these forecasts 
arises from using the dynamic B-matrices against forecasts using BS as our 
benchmark comparator. So positive values (right-side of 0, Figure 17) indi-
cate improved forecast quality of the respective dynamic B-matrix over BS.

As previously discussed, the smaller σb values of dynamic B-matrices for 
temperature and wind compared to BS result in subsequent analyses which fit the observations less, that is, the 
background is more trusted. As Table 2 generally shows larger increments to RDRMS(O-A). March 2003 shows 
differences between the dynamic B-matrices and BS which are not significantly different from zero. Converse-
ly, during March 2018 these forecast ranges exhibit statistically significant improvements (positive normalized 
RMSE differences) for the 600–300 hPa layer, indicating that the changes in the data assimilation system benefit 
the forecast quality in that region. Dynamic B-matrix σb values have the potential to increase over BS, providing 
analyses closer to observations and also better subsequent forecast as a consequence. However, it is difficult to 
see any clear improvement in analysis or forecast skill quality in the temperature and geopotential fields seen in 
Figure 17. This was also the case for the specific humidity field, which have been omitted as it does not add any 
new insight.

The HSS precipitation skill scores were shown to be statistically significant, showing improvement of the dy-
namic B-matrices built with our method over BS. However, the forecast skill scores remain largely similar to BS 
and thus inconclusive.

4.  Conclusions
In this paper, we introduced a new temporal quotient on the use of EDA forecast differences used to estimate the 
B-matrix for CERRA. The CERRA-EDA system was designed specifically for use in CERRA, a regional 5.5 km 
∼40-year reanalysis. CERRA production had a 80%–20% seasonal-daily split with its B-matrix updated every 
2 days.

Figure 16.  Relative differences of Hiedke Skill Scores (HSS) for 24 hr 
accumulated precipitation measurement thresholds (mm). HSS is compared 
to the chance score. The differences for each threshold are between 
measurements by rain gauges (4,850 on the geographical domain) and the 
sum of the 3-hr range forecasts from the data assimilation cycle (background) 
between 06 UTC and 06 UTC the next day. This is for the period from 01 
to 31 March 2018. The zero-value is marked by (dashed black-line), B8020 
(solid red-line), B5050 (dashed blue-line), and B2080 (dash-dot green-line). 
Each experiment is compared to and normalized by BS for 0.2, 2, 5, and 
10 mm/24hr thresholds. Circles on lines indicate statistically significant 
differences using a Boot-strap test with 95% confidence interval.
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Our line of scientific enquiry began with investigating if it was possible to capture weather regime change with 
our method of B-estimation, and if so, what caveats does it entail. We also wanted to know what impact our sug-
gested B-estimation method would have on B-matrix statistics, DA system and forecast quality overall. In conclu-
sion, it is possible to sufficiently estimate weather regime change given our setup, with clear improvements over 
BS, from the perspective of the DA system, the instantaneous increment and B-statistics. The HSS precipitation 
skill scores showed statistically significant improvements, however, the analysis and forecast skill scores show 
no marked improvement.

The case study showed that the statistics of the B-matrix: the time evolution of σb, and horizontal and vertical σb 
and 𝐴𝐴 𝐴𝐴

2

𝑏𝑏
 profiles, do indeed capture the changes instigated by weather regime changes from NAO− during March 

2018. It is clear that simulating the March 2003 observation network in the March 2018 period, shows that the 
difference in observation network plays a significant role. To further support our hypothesis, we illustrated the 
potential spatial coverage differences, by taking a single assimilation-time snapshot between Aircraft observa-
tions in the middle of March 2003 and March 2018, Figure 8. March 2018 showed optimal positioning of spatial 
observations over the area of the pressure centers characterizing the advent of any weather regime. While this is 
important, the temporal continuity of these observations remains a vital point of consideration.

We also discussed the impact of varying α. It sufficiently increases the range of potential values that σb can take. 
This does not necessarily translate to better forecast skill scores, as can be seen for example, in Section 3.2.4, 
Figure 17. However, the range of σb values, while having some form of governance attributed to α, also depends 
on observation coverage as shown in Figures 11 and 10. It is shown that B2080 and B5050 allow for quicker and 
more severe drops in σb values at the cost of compromising the overall performance of the DA system and occa-
sionally performing worse than BS (Table 2), whereas B8020 exhibits a more restrained σb adjustment at times of 
weather regime change. B8020 seemed to offer the right balance between DA system stability and performance 

Figure 17.  Difference in the root mean square error (RMSE) normalized by the mean forecast scores of: geopotential height (left six plots) and temperature (right 
six plots) fields against radiosonde observations, for the analysis (left-most in each block), 12-hr (middle in each block) and 24-hr (right-most in each block) forecasts 
starting from 00 to 12 UTC. The forecast differences are compared with and normalized by experiments run with BS against: B8020 (red line), B5050 (blue line), 
and B2080 (green line). The plots are split into periods: March 2018 (top six plots) and March 2003 (bottom six plots). Each block of three plots, left to right, shows 
analysis, 12-hr and 24-hr forecasts. Positive values, to the right side of the vertical line at 0, represent an improvement over BS. There was an unresolvable issue in 
retrieving B2080 March-2003 data.
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overall and allowed us to take the precaution of avoiding potentially superfluous 11-km-scale information from 
the daily component of the EDA to pollute the B-matrix statistics.

The method proposed here shows that there is clear improvement over the static B-matrix alternative, in terms of 
DA system (Table 2) and B-matrix statistics mirroring reality more closely. This is not reflected in the forecast 
skill quality however. This is not just a question of just the observations, since both the dynamic matrices and the 
static one had the same quality of observation networks.

The scope of our findings are illustrative at best, since we have only carried out a case study between two months 
over a ∼40 year period. Another limitation was that in order to allow the observation network of March 2018 to 
mimic March 2003, we had to remove the aircraft observations for our experiments. Aircraft observations were 
shown to provide significant coverage over the European flow corridor and weather regime pressure centers. In 
light of our findings, the positive findings on the B-matrix statistics, and DA system diagnostics with the mild 
improvement in precipitation skill scores, there is enough promise to attempt to further the work here. This can 
be done by introducing wavelets for example, which would allow far better weather regime structure capture, and 
could perhaps lead to more decisive improvements in forecast skill.

Among potential further improvements, increasing the number of EDA members would reduce sampling error. 
Additionally, partitioning the length-scales where the EDAs can influence the B-matrix, for example, not allow-
ing the daily 11 km EDA to have any input on the 5.5 km scales. Techniques avoiding the adjoint incumbency of 
4DVAR are indeed seductive, and there is still plenty of room for pushing techniques such as 3DVAR, En3DVAR, 
and 4DEnVar further. In a reanalysis context however, the research is still in its infancy, and extensive testing of 
EnVar techniques would be required to ensure that improvements over non-EnVar techniques are indeed on offer.

At the date of writing this paper, CERRA production has been completed using the settings recommended by our 
research, an 80%–20% seasonal-daily split.
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