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Accurate wind modeling is important for wind resources assessment and wind power forecasting. To
improve the WRF model configuration for the offshore wind modeling over the Baltic Sea, this study per-
formed a sensitivity study of the WRF model to multiple model configurations, including domain setup,
grid resolution, sea surface temperature, land surface data, and atmosphere-wave coupling. The simu-
lated offshore wind was evaluated against LiDAR observations under different wind directions, atmo-
spheric stabilities, and sea status. Generally, the simulated wind profiles matched observations, despite
systematic underestimations. Strengthening the forcing from the reanalysis data through reducing the
number of nested domains played the largest role in improving wind modeling. Atmosphere-wave cou-
pling further improved the simulated wind, especially under the growing and mature sea conditions.
Increasing the vertical resolution, and updating the sea surface temperature and the land surface infor-
mation only had a slight impact, mainly visible during very stable conditions. Increasing the horizontal
resolution also only had a slight impact, most visible during unstable conditions. Our study can help to
improve the wind resources assessment and wind power forecasting over the Baltic Sea.

� 2021 China University of Geosciences (Beijing) and Peking University. Production and hosting by
Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/

licenses/by-nc-nd/4.0/).
1. Introduction

With the fast development of wind power worldwide, there is a
growing interest and dependence on the precise evaluation of wind
resources and reliable prediction of wind power generation (Zheng
et al., 2016; Murthy and Rahi, 2017; Veers et al., 2019). Numerical
weather prediction (NWP) models can simulate the wind at a large
scale and are powerful tools to wind energy studies. NWP models
have been widely used for the production of wind atlases, forecast-
ing of short-term wind power as well as prediction of future wind
resources under future climate change scenarios (e.g. Greene et al.,
2010; Olsen et al., 2017; Sanz Rodrigo et al., 2017). NWP models
usually provide multiple options for model configuration and input
data because of the various purposes of model applications. For
accurate wind modeling, it is essential to evaluate the sensitivity
of the model to these options.

Different model configurations for wind modeling, such as forc-
ing data, domain setup, physical parameterization, land/sea surface
information, have been widely evaluated (e.g. Santos-Alamillos
et al., 2013; Hahmann et al., 2015, 2020; Floors et al., 2018a).
The wind modeling accuracy has benefited from these sensitivity
studies. However, most previous studies mainly focused on
onshore wind, due to the early development of onshore wind farms
and abundant observation data over the land (Zhou et al., 2020).
Offshore wind energy has larger potential, as the wind over the
sea is generally much stronger than over the land. To meet the
urgent need for offshore wind energy exploitation, the sensitivity
study of offshore wind modeling becomes very essential. Never-
theless, the sensitivity study of offshore wind modeling is still lack-
ing in many areas, due to the few observation sites in the coastal
zone and limited temporal extent of observation data (Zheng
et al., 2016; Kalverla et al., 2019). This leads to the relatively poor
understanding of the offshore wind field and the uncertainties of
current offshore wind modeling (e.g. Karagali et al., 2018;
Hallgren et al., 2020; Kalverla et al., 2020). For example, Kalverla
et al. (2020) found that the New European Wind Atlas (NEWA)
failed to improve upon ERA5 reanalysis data over the North Sea
and even increased the random errors, despite an improvement
over the land.
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Accurate offshore wind modeling is challenging in multiple
aspects. The offshore wind field is largely affected by the land-
sea interactions (Floors et al., 2013; Svensson et al., 2019a). In
other words, the wind over the land could affect the offshore wind
for quite a distance downstream from the coast (Hahmann et al.,
2015). Therefore, the modeling of offshore wind also needs to con-
sider the wind modeling over the upwind land (Floors et al.,
2018a). Moreover, the air advection from the land to the sea can
produce an internal boundary layer and low-level jets (LLJs), com-
plicating the offshore wind modeling (Floors et al., 2013; Nunalee
and Basu, 2014; Svensson et al., 2019a, 2019b; Hallgren et al.,
2020). A dynamic ocean is another important influencing factor
of the offshore wind field, due to the atmosphere–wave–ocean
interactions, further increasing the difficulties in the accurate mod-
eling of offshore wind (Kalvig et al., 2014; Wu et al., 2017). Sproson
and Sahlée (2014) found that the simulated wind speed over the
Baltic Sea with strong coastal upwelling could be reduced up to
3.5% in summer. Wu et al. (2016) recommended that the influence
of swell on atmospheric mixing and wind stress should be consid-
ered in NWP models. However, most of the current offshore wind
modelings do not couple the NWP models with wave models.
Although the wave coupling was found to significantly affect
long-term climate simulations, due to the accumulated influence
and extreme weather events (Wu et al., 2016, 2017; Larsén et al.,
2019), its impact on short-term and normal weather simulations
is still unclear. Additionally, the initial and boundary conditions
and domain setup also have impacts on the offshore wind model-
ing (e.g. Giannakopoulou and Nhili, 2014; Floors et al., 2018a;
Hahmann et al., 2020).

Wind climatology varies largely with study areas and thus sen-
sitivity study for a suitable model configuration is needed for any
specific region. The Baltic Sea has abundant wind resources and
is a hotspot for wind energy development (SWEA (Swedish Wind
Energy Association), 2019). Since it is a high-latitude inland sea,
the meteorological conditions of the Baltic Sea differ from the open
sea. For example, the wind and turbulence fields over the Baltic Sea
are highly influenced by the proximity to the coast (Svensson et al.,
2019a). The Baltic Sea has distinct and frequent LLJs, which often
occur at the height close to the turbine hub and therefore largely
increase the wind energy (Hallgren et al., 2020). The offshore wind
over the Baltic Sea is also sensitive to the atmosphere–wave–ocean
interaction processes (Wu et al., 2020). Therefore, it can be
expected that the sensitivity of the wind modelings to model setup
over the Baltic Sea is different from other regions. However, the
offshore wind modeling over the Baltic Sea is still rarely studied.

The Weather Research and Forecasting (WRF) model is one of
the most popular NWP models for mesoscale wind energy studies.
Both the NEWA and Global Wind Atlas were produced using the
WRF model (Badger and Jørgensen, 2011; Hahmann et al., 2020).
The WRF model is a state-of-the-art meteorological non-
hydrostatic mesoscale model and has both research and practical
versions. It is open-source and flexible, enabling users to change
initial and boundary conditions, physical parameterization
schemes, as well as grid resolution and nest domains, conveniently.
The WRF model has been widely used for sensitivity studies of
wind modeling under different physical parameterization options,
initial and boundary conditions, grid nudging, integration time, etc.
(e.g. Carvalho et al., 2012; Santos-Alamillos et al., 2013; Gomez
et al., 2015; Hahmann et al., 2015, 2020). In the Baltic Sea region,
Svensson et al. (2016, 2019b) preliminarily evaluated the WRF
model in simulating offshore wind and the sensitivity to six bound-
ary layer schemes and found that the WRF model underestimated
the wind speed at turbine hub height and all boundary layer
schemes had problems in capturing the strength and height of LLJs.
Hallgren et al. (2020) found the NEWA data underestimated the
average wind speed and shear over the Baltic Sea. The WRF model
2

configuration for offshore wind modeling over the Baltic Sea still
needs continuous improvement.

For a recommendation of what the WRF model configuration to
use for offshore wind modeling over the Baltic Sea, we evaluated
the sensitivity of the WRF model to multiple model setups, includ-
ing the setup of domains and vertical levels, land surface data, and
sea surface temperature data. Moreover, we studied the impact of
wave coupling on the short-term wind simulation using an
atmosphere-wave coupled model. Ten simulation experiments
were designed in a chain to examine the sensitivity of these poten-
tial influencing factors one at a time. The simulated winds at both
turbine hub height and wind profile were evaluated using LiDAR
(Light Detection And Ranging) observations under different wind
directions, atmospheric stabilities, and sea status. Our study can
help to improve the assessment of wind resources and the fore-
casting of wind power over the Baltic Sea. Hopefully, the general
conclusions that we draw about the model setup for the Baltic
Sea are also valid for other large inland seas, thus facilitating and
helping to improve future offshore wind modeling also elsewhere.
The remainder of this paper describes the model setup, the design
of simulation experiments, and evaluation method (Section 2), the
model performance and its sensitivity to different setups
(Section 3), and the conclusions and perspectives (Section 4).
2. Methodology

2.1. Model setup

2.1.1. Domain setup and physical scheme configuration
The WRF model version 3.8.1 was used. Three nested domains

with a horizontal grid spacing of 9 km (D1), 3 km (D2), and 1 km
(D3) were designed, with 190 � 178, 199 � 235, and 193 � 259
grid points, respectively (Fig. 1). The domain center was located
at the island of Gotland, the largest island in the Baltic Sea. In
the vertical direction, we applied two terrain-following Eta level
division schemes, with 48 and 55 levels, respectively. The differ-
ence between these two schemes was located below 180 m, where
the former set up 14 levels, while the latter set up 21 levels. The
vertical resolution near the surface is very fine and then decreases
gradually above. Referring to the previous study by Svensson et al.
(2019b) in this region, we applied the following physical parame-
terization schemes: (1) the Dudhia (Dudhia, 1989) and the RRTM
(Mlawer et al., 1997) schemes for shortwave and long-wave radia-
tion, respectively; (2) the Thompson scheme (Thompson et al.,
2008) for microphysics; (3) the Grell 3D scheme (Grell and
Dévényi, 2002) for cumulus physics in domain 1; (4) the MYNN
2.5 scheme for the planetary boundary layer and the MYNN
scheme for the surface layer (Nakanishi and Niino, 2009); and (5)
the Noah LSM scheme (Tewari et al., 2004) for the land surface
processes.
2.1.2. Atmosphere-wave coupling
To capture the dynamic feedback of the wave field on the atmo-

spheric boundary layer, we implemented the UU-CM model (Upp-
sala University-Coupled model), which is a fully coupled
atmosphere-wave-ocean-ice model (Wu et al., 2019). The UU-CM
model estimates the stress on the air-sea interface as a balance
of the air-side stress, ocean-side stress, wave-supported stress,
and the momentum flux from waves to currents. In this study, only
the atmosphere (WRF) and wave components (WaveWatch-III,
WW3) are switched on. The WW3 model is a third-generation
spectral wave model based on the wave energy balance equation.
The WW3 model has been evaluated and successfully applied in
the Baltic Sea before (Wu et al., 2016, 2020). The WRF model was
coupled with the WW3 model through the OASIS3-MCT coupler



Fig. 1. (a) Domain setup and (b) the location of the observation site at Östergarnsholm.
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(Valcke et al., 2013). In the stand-alone WRF model, the Charnock
coefficient, used for estimating the surface roughness length, is
estimated as a function of the mean wind speed. Accordingly, the
Charnock coefficient is a constant for a given wind speed. However,
the Charnock coefficient can be significantly affected by the wave
state. Under a given wind speed, the Charnock coefficient is much
larger under young waves than under old waves since waves
extract more momentum from the atmosphere for wave growth.
To capture the wave dynamical influences on the wind stress, in
the UU-CM, the WRF model provides the wind field to WW3 for
capturing the wave state. As feedback, WW3 provides the Char-
nock coefficient, estimated based on the 2D wave spectrum
(Janssen, 1989), to the WRF model. In this way, the WRF model
can capture the impact of the wave state on wind stress. The model
components exchange variables every 10 min.

2.1.3. Initial and lateral boundary conditions
ERA5 reanalysis data at 37 pressure levels (the lowest layers are

for every 25 hPa) were used as the initial and lateral boundary con-
ditions. ERA5 data is a new generation reanalysis data from the
European Centre for Medium-Range Weather Forecasts (ECMWF)
with a spatial resolution of 0.28125� (~17 km� 31 km over the Bal-
tic Sea) and 137 terrain-following hybrid sigma vertical levels
(Hersbach et al., 2020). Variables are available on hourly analysis
fields, which were generated through the 4D-var data assimilation
used in ECMWF’s Integrated Forecasting System cycle 41R2 with
12 h assimilation windows.

ERA5 data includes a sea surface temperature (SST) field. The
ERA5 SST is interpolated from the daily OSTIA (Operational Sea
Surface Temperature and Sea Ice Analysis) data with a resolution
of 0.05�, which is derived from a combination of satellite and in-
situ measurements since 2007 (Donlon et al., 2012). There are sig-
nificant biases (underestimation in May but overestimation in
November) of the coarse-resolution ERA5 SST in the study areas
(Fig. 2). Given the influence of SST on offshore wind field simula-
tions (Carvalho et al., 2012; Sproson and Sahlée, 2014), we also
used DMI (Danish Meteorological Institute) SST product with a res-
olution of 0.02� as the lower boundary condition (Høyer and She,
2007). The DMI SST is based on satellite infrared and microwave
radiometers from multiple sensors and provides daily gap-free
maps of sea surface temperature for the Baltic Sea. Compared to
the observations, although the DMI SST data also showed underes-
3

timation in May and overestimation in November, it was closer to
the observed values than ERA5 data in both months (Fig. 2).

2.1.4. Land cover and topography datasets
Given the influence of land-sea interactions on offshore wind,

the modeling of offshore wind also needs to consider the improve-
ment of representations onshore. Topography and land surface
information, such as roughness, are the key parameters of onshore
wind modeling (Carvalho et al., 2012; Floors et al., 2013, 2018a).
The WRF model applies a lookup table to determine the land sur-
face parameters in each grid cell based on the dominant land cover
type in the grid cell. The land cover data, therefore also becomes
important input data of the WRF. The default topography and land
cover data provided by the WRF model are USGS (United States
Geological Survey) and MODIS (Moderate Resolution Imaging
Spectroradiometer) data in 2001 with the highest resolution of
30 s. These data do not include the last two decades’ change of land
surface. Meanwhile, the land surface parameters in the lookup
table represent the global mean conditions and cannot reflect the
real conditions for a specific region. All of these problems may
result in simulation errors.

We updated the topography using the Geographical Sweden
Data (GSD) elevation product (Lantmäteriet, 2020) and the land
cover data using Corine Land Cover (CLC) data (Feranec et al.,
2010). The GSD data is produced by Lantmäteriet the Swedish
mapping, cadastral, and land registration authority using laser
scanning and has a resolution of 50 m. The CLC data is produced
based on the photo-interpretation of satellite images by the
national teams of the European Environment Agency member.
The CLC data applies a 44-classification system and has a resolu-
tion of 100 m, enabling a better description of the real land cover.
The CLC data has been widely used to drive the WRF model in Eur-
ope (Pineda et al., 2004; Li et al., 2018, 2020). More information
about the CLC data can be found at https://land.copernicus.eu. In
this study, the CLC data version 2018 was applied. To compare with
default MODIS data and drive WRF model, we reclassified the CLC
data to MODIS classification system with 21 land cover categories
(Supplementary Data, Table S1), referring to the study by Pineda
et al. (2004). Fig. 3 shows a comparison of default and updated
topography and land cover maps. The elevation in GSD is often
lower than the USGS database and captures more variation, even
after interpolated to the same grid. Since the GSD data only covers



Fig. 2. Comparison of daily average SST from ERA5 and DMI datasets with buoy observations at the Östergarnsholm site in (a) May and (b) November 2017. The ERA5 and
DMI SST were extracted from the nearest grid point to the observation site. Both the raw and interpolated data fromWPS (WRF Pre-Processing System) are shown. The biases
are calculated based on raw SST data.

Fig. 3. Topography and land cover maps in domain 2. (a, b) show the default and updated CLC land cover data, and (c) shows their difference. (d, e) show the default and
updated GSD topography data, and (f) shows their difference. *The numbering of the Land Use/Land Cover (LULC) types refers to Supplementary Data (Table S1). ** yes/no
means whether the land cover category is different between default and CLC data or not.
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Sweden, USGS topography was used outside Sweden. The major
difference between the two land cover data is that larger areas in
CLC are classified as agricultural or open land areas (category
4

12), but are classified as mixed forest (category 5) in MODIS data.
In addition, we updated the lookup table by reducing the tree
height to 65% and roughness to 80% of the default values of ‘‘Ever-
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green Needleleaf Forest” and ’’Deciduous Broadleaf Forest” based
on laser-scanned tree heights on the island of Gotland from the
Swedish Forest Agency (https://kartor.skogsstyrelsen.se/kartor).
2.2. Simulation experiments

2.2.1. Simulation periods
We conducted simulations for two months in 2017: May when

the marine atmospheric boundary layer stratification typically is
stable and LLJs are common, and November when convection is
more common over the sea (unstable stratification). For more
details regarding the meteorological conditions during the two
months, we refer to Section 3.1. The simulations were started every
day at 12 UTC and lasted 36 h. The first 12 h of each simulation
were taken as spin-up time and not included in the following anal-
ysis. The time-step was set as three times (in seconds) of the grid
horizontal resolution (in km). For the atmosphere-wave coupled
simulations, the coupling was switched on after the spin-up per-
iod. The WW3 was spin-up for 5 days before the first day run in
each month.
2.2.2. Experimental design
Ten simulation experiments were set up in a chain to investi-

gate the sensitivity of simulated offshore wind to domain setup,
vertical layering, SST, land surface information, and atmosphere-
wave coupling (Table 1). Run 1 is a reference case with almost
the same settings as the study by Svensson et al. (2019b) in this
region, except for the reanalysis data, ERA5 instead of ERA-
Interim. It applied default static data and ERA5 SST data. Two
domains, domain 1 and domain 2, were applied, with 48 vertical
levels. The model output from domain 2 was used for the model
evaluation. For run 2–6, we changed one influencing factor one-
step at a time. Here we mainly describe the change at each step,
compared to the previous ones. In run 2, we increased the vertical
resolution to 55 levels. In run 3, we updated the input SST field
using DMI data. In run 4, we updated the input static data using
CLC and GSD data. In run 5, we updated the vegetation parameters
with a decreased tree height and roughness and applied three
domains. In run 6, domain 1 was not used, and then the simulation
in domain 2 was forced by ERA5 directly. In both runs 5 and 6, we
added domain 3 to investigate the impact of increasing horizontal
resolution. The model outputs from domain 2 and 3 in the two runs
were used to do the model evaluation represented by runs 5a and
5b, and 6a and 6b, respectively. As run 6 applied the default land
use table, we compared run 6a to run 4 to investigate the impact
of forcing data. In runs 7 and 8, the model was also forced by
ERA5 directly, but we applied a larger domain (marked as D1* in
Fig. 1) than that in run 6, with 500 � 500 grid points at a resolution
Table 1
Setup of simulation experiments.

Run
ID

Domain
ID

Boundary
condition

Horizontal
resolution

Vertical leve

1 2 D1 output 3 km 48
2 –* – – 55
3 – – – –
4 – – – –
5 a – – – –

b 3 D2 output 1 km –
6 a 2 ERA5 3 km –

b 3 D2 output 1 km –
7 1*** ERA5 3 km –
8 – – – –

* dash means that the item is the same as in the former run.
** ;: decrease; H: tree height; f: roughness.
*** domain 1 of runs 7–8 is not the same with other runs.

5

of 3 km. The extent of the D1* was not the same as the other three
domains, as they were jointly integrated into another project for
studying the momentum conversion at the air-wave-sea interface
(Qiao et al., 2021), but the options of physical schemes and the
setup of vertical levels in runs 7–8 were the same as in runs 2–6.
Due to technical reasons for the atmosphere-wave coupled simula-
tion, these two runs only applied one domain. In run 8, we coupled
the WRF model with the WW3. Given the different domain setups,
we mainly compared the simulations of run 7 and 8 to reveal the
impact of wave coupling and did not compare with other runs.
2.3. Model evaluation

2.3.1. Observation data
The observations were conducted at Östergarnsholm station

(57o25048.400N, 18o5902.900E), located at the southern tip of a small
island that is flat and has no trees at the central Baltic Sea just east
of the island of Gotland (see Fig. 1). This site has been operating
since 1995 and used in many air-sea interaction studies (e.g.
Rutgersson et al., 2020). For wind profile measurements, a 30 m
high tower is located at the site with instrumentation for wind
speed and wind direction (Young Wind Monitor propeller
anemometers) and temperature (ventilated and radiation shielded
thermocouples, Type-T) at five heights 7, 11.5, 14, 20, 28 m above
the tower base. Additionally, the tower is instrumented with a
sonic anemometer (CSAT-3D) for turbulence measurements at
9 m. Sea level variations at the site are quite small and the tower
base is located 1 ± 0.5 m above mean sea level. For a more detailed
description of the instrumentation, we refer to the site evaluation
made in Rutgersson et al. (2020). For measurements of the wind
profile above 28 m, we used a conically scanning, continuous-
wave LiDAR (ZephIR 300 ZX Lidars, UK) placed approximately
40 m north of the tower. The LiDAR measurement heights were
set to heights 28, 39, 50, 100, 150, 200, 250, and 300 m above
sea level (Svensson et al., 2019b; Hallgren et al., 2020). Wave mea-
surements including directional properties were conducted from a
moored Directional Waverider 4 km southeast of the island of
Östergarnsholm, operated by the Finnish Meteorological Institute.
The mooring was placed at a location with 39 m depth, and also
measured the water temperature at 0.5 m depth. All observations
were averaged over 30 min periods.
2.3.2. Data processing and evaluation metrics
To obtain the simulated wind at a specific height, we conducted

vertical interpolation of the raw simulated wind from the Eta levels
to height levels (0–1000 m above the sea level) using the WRF-
Python package (https://wrf-python.readthedocs.io/en/latest/).
Below 300 m, the height of interpolation levels was set to be the
ls Static
data

SST
data

Wave coupling Land use table

default ERA5 No default
– – – –
– DMI – –
GSD + CLC – – –
– – – ;H&f**

– – – –
– – – default
– – – –
default – – –
– – Yes –
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same as the tower and LiDAR observation heights. Steps of 50 m
were used between 300 and 500 m, and 100 m from 500 to
1000 m. The data at the grid point nearest to the observation site
was extracted for the model evaluation. We first compared the
simulated wind profiles against the LiDAR observation and then
used different indices, including correlation coefficient (r), mean
bias (MB), and root mean square error (RMSE), to quantify the
model performance at 100 m. We chose 100 m following the study
by Svensson et al. (2019b), as it is close to the typical hub height of
offshore wind turbines and can reflect the influence of mesoscale
effects. Besides, we applied Taylor diagrams to show the perfor-
mance at four levels around hub height (50, 100, 150, and 200 m).
2.3.3. Evaluation under different meteorological and sea state
conditions

We evaluated the model performance under several conditions,
including different wind directions, atmospheric stabilities, and
wave ages (Table 2). Offshore winds in coastal areas are affected
by the airflow from both the land and sea. Rutgersson et al.
(2020) classified the wind from different directions to represent
different upstream types of surface influence at the Östergar-
nsholm site. Accordingly, we divided the wind direction into three
sectors: the Sea, Gotland, and Östergarnsholm sectors. The wind
from the sea sector represented the influence of the open sea,
while the wind from the Gotland sector represented the influence
of the land. The wind from the Östergarnsholm sector was influ-
enced by the island of Östergarnsholm (Fig. 1), however, the simu-
lations cannot resolve this island as the size of the island is too
small for the horizontal resolution. Atmospheric stability is
another important influencing factor of wind modeling. Svensson
et al. (2019a,b) found that the WRF performance in simulating off-
shore wind varied largely with atmospheric stability conditions in
the study region. Accordingly, we divided the study period into five
atmospheric stability categories: very unstable (VU), moderate
unstable (MU), neutral (N), moderate stable (MS), and very stable
(VS) based on the dimensionless height z L�1, where z is height
and L is the Monin-Obukhov length (Svensson et al., 2019a). The
Monin-Obukhov length was calculated using the flux measure-

ments in the tower at 10 m above sea level as L ¼ �u3
� hv

�
=kgw0h

0
v ,

where u* is the frictional velocity (m s�1); g is the acceleration of
gravity (9.8 m s�2); k is the von Karman constant (0.4); is the vir-
tual air temperature (K); is the surface virtual potential tempera-
ture flux (K m s�1).

Ocean waves directly interact with the atmosphere by changing
the roughness of the sea surface. Growing waves extract momen-
tum from the airflow and slow down the wind. In contrast, swell
waves interact with the atmosphere, forcing the atmosphere from
below, and even positive momentum fluxes have been observed
during such conditions (e.g. Högström et al., 2015, 2018; Wu
et al., 2016). Based on the wave age, we divided the study period
into three categories: growing sea, mature, and swell. The wave
age was defined as U/Cp, where U is the wind speed at 8 m above
the sea and Cp is the phase speed of waves at the peak of the wave
Table 2
Division of simulation period based on the wind direction, atmospheric stability, and wav

Wind direction Atmospheric stability

Division Degree Division*

Sea (45, 220) VU
Gotland (220, 295) MU
Östergarnsholm (295, 45) N

MS
VS

* VU: very unstable; MU: moderate unstable; N: neutral; MS: moderate stable; VS: v

6

spectrum. The phase speed was calculated based on the solution of
the dispersion equation and the observed peak frequency by the
wave buoy.
3. Results and discussions

3.1. Meteorological conditions during the study period

A summary of the meteorological conditions measured at the
Östergarnsholm station is shown in Fig. 4. In May, the air temper-
ature was higher than the SST, leading to the stable atmospheric
stratification, and vice versa during November with the unstable
atmospheric stratification. The wind was stronger in November
than May, with the speed at 100 m of 8.95 ± 3.56 (mean ± standard
deviation) and 7.52 ± 3.79 m s�1, respectively. The wind directions
were generally opposite between these two months. In May, most
of the winds were directed from the open sea or the small island of
Östergarnsholm, while in November, most of the winds were direc-
ted from the island of Gotland. During most of the time, the wave
field was in swell conditions. In general, the wave age is inversely
proportional to the wind speed and in November, the wave age
indicated more growing sea and mature conditions compared to
May.
3.2. Overall model performance and sensitivity

3.2.1. Wind profiles
Generally, all the simulations underestimated wind speed in the

average profiles (Fig. 5). The systematic underestimation of WRF
simulated offshore wind is likely to inherit from ERA5, as discussed
in the study by Hallgren et al. (2020) and Kalverla et al. (2020),
who found that both the ERA5 and NEWA underestimated the
mean wind speed profile over the Baltic and North Sea, respec-
tively. More details about the evaluation of ERA5 data at the obser-
vation site were described in Section 3.2.2. In May, the observed
wind showed on average a weak LLJ with a core at around 200 m
(Fig. 5a). However, all the simulations underestimated the strength
of the average LLJs. Runs 6–8 directly forced by reanalysis data
reproduced the LLJs in the average profiles, but with the core at
higher levels, compared to the observed. The mismatch of the core
height of LLJs between simulations and observations was also
found in many previous studies (e.g. Floors et al., 2013; Svensson
et al., 2019b; Kalverla et al., 2020). The average LLJs in runs 1–5
with domain 1 were rather minor. The observations in November
showed stronger winds and wind shear, but no LLJs in the average
wind profile. The underestimation of wind simulation in November
increased with the height, leading to the underestimation of wind
speed shear, consistent with the analysis of the NEWA data
(Hallgren et al., 2020; Kalverla et al., 2020).

Among all the simulations, the average wind profiles in run 6
directly forced by reanalysis data were closest to the observed,
especially in November. The better performance of run 6 than
other runs indicates that using ERA5 as the boundary conditions
e age.

Wave age

Value Division Value

(�1, �0.2) Swell (1.2, +1)
(�0.2, �0.05) Mature (0.8,1.2)
(�0.05, 0.05) Growing sea (0,0.8)
(0.05, 0.2)
(0.2, +1)

ery stable.



Fig. 4. Time series of observed (a) wind speed at 100 m, (b) wind direction at 8 m, (c) air temperature at 8 m, (d) SST, (e) z L�1 (z = 10 m), and (f) wave age at the
Östergarnsholm site during the study period. Values of z L�1 greater (less) than 10 (�10) were plotted as 10 (�10). Note the scales of z L�1 and wave age are cube root and
logarithmic, respectively. The dashed lines represent the division of the simulation period as shown in Table 2.

H. Li, Björn Claremar, L. Wu et al. Geoscience Frontiers 12 (2021) 101229
directly in domain 2 is better than using the simulation results
from domain 1. This is because the nested domains decreased
the direct impact of reanalysis data on the simulations in domain
2 and even may introduce new bias in the simulation in domain
1. We discussed the large impact of direct forcing from reanalysis
data in Section 3.2.2. The simulated average wind profiles of run
6a from domain 2 and 6b from domain 3 only showed small differ-
ences, mainly located at 300–500 m where the simulated LLJs
appeared in May, and 50–500 m where distinct wind shear
appeared in November, and the difference in November was
slightly larger, compared to that in May. The comparison of run
5a and run 5b showed similar results. This indicates that adding
a domain with finer resolution than 3 km failed to significantly
improve offshore wind modeling, which is consistent with the con-
clusions of the studies by Carvalho et al. (2012) and Floors et al
(2018b). Run 7 applied the same model setup as run 6, except for
a larger domain. However, the simulated wind speed profile in
7

run 7 was more biased than in run 6. The positive influence from
the direct forcing of reanalysis data was likely partly offset by
the larger domain in run 7, as the influence gradually decreased
from the boundary to the domain center. Additionally, the impact
of forcing data on the wind modeling caused by the domain setup
varied with time and height. Generally, the decrease in the simu-
lated biases of run 6, compared with other runs, was much larger
in November and located higher up. Furthermore, these results
were also valid for relative biases (Supplementary Data, Fig. S1),
implying a larger sensitivity of simulated wind to forcing data in
November and at higher levels. The simulated wind profiles of
run 8 with atmosphere-wave coupling were closer to the observed,
compared to run 7, implying a positive role of atmosphere-wave
coupling in modeling offshore wind. The simulated wind profiles
among runs 1–5 with the increased vertical resolution, updated
SST and land surface information showed slight improvements in
May, but minor differences in November. The more stable



Fig. 5. Comparison of the simulated and observed average wind speed profiles at the Östergarnsholm site in (a) May and (b) November. n indicates the number of cases
averaged in each profile.
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boundary layer in May was likely to be the reason for the positive
impact of improving land/sea surface information, which was fur-
ther discussed in Section 3.3.2.

3.2.2. Wind at hub height
The difference in the simulated wind speed around turbine hub

height (~100 m) among all the simulations is generally consistent
with that in the simulated wind profiles. At 100 m height, run 6
directly forced by ERA5 data outperformed the runs 1–5 (Fig. 6),
with the RMSE of 2.50 and 2.22 m s�1 for run 6a in May and
November respectively, the MB of �0.95 and �0.23 m s�1, and a
correlation coefficient of 0.79 and 0.81 (Table 3). Furthermore,
the standard deviation (STD) of run 6 was closer to the observed,
Fig. 6. Taylor diagram of wind speed at (a, e) 50, (b, f) 100, (c, g) 150, and (d, h) 200 m at t
November.

8

especially in November, implying that run 6 also simulated the
temporal variations of wind speed better than the other runs. Runs
7 and 8 were also directly forced by ERA5 data and showed high
accuracy in simulating offshore wind at hub height. To explain
the largest impact of direct forcing from the reanalysis data, we
evaluated the ERA5 data at 100 m against the LiDAR observation
(Fig. 6b, f, and Table 3). The ERA5 data shows higher accuracy than
all the WRF simulations, with the RMSE of 1.82 and 1.71 m s�1 in
May and November respectively, the MB of �0.78 and �0.52 m s�1,
and the correlation coefficient of 0.90 and 0.89. This result is con-
sistent with a recent study by Kalverla et al. (2020), which also
found increased random errors in the WRF-based NEWA data,
compared to the ERA5 data, and attributed this to a substantial
he Östergarnsholm site. (a–d) show the results in May, and (e–h) show the results in



Table 3
Statistic of model performance in simulating wind speed at 100 m at the Östergarnsholm site compared to LiDAR observations.

Run
ID

Correlation coefficient Mean Bias (m s�1) RMSE (m s�1)

May Nov May Nov May Nov

1 0.68 0.75 �1.23 �1.01 3.06 2.59
2 0.69 0.76 �1.21 �1.02 3.00 2.54
3 0.69 0.76 �1.22 �1.03 3.02 2.56
4 0.70 0.75 �1.16 �0.97 2.94 2.57
5a 0.70 0.75 �1.15 �0.98 2.96 2.59
5b 0.68 0.75 �1.12 �0.94 3.00 2.58
6a 0.79 0.81 �0.95 �0.23 2.50 2.22
6b 0.78 0.80 �0.97 �0.10 2.55 2.24
7 0.78 0.79 �1.21 �1.18 2.66 2.47
8 0.79 0.80 �0.96 �0.97 2.52 2.37
ERA5 0.90 0.89 �0.78 �0.52 1.82 1.71
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double penalty. Strengthening direct forcing from the ERA5 data
can decrease the random errors and therefore improve the offshore
wind modeling. Meanwhile, the ERA5 data also showed underesti-
mation in both months. These results are consistent with the study
by Hallgren et al. (2020) and explain the underestimation of the
WRF simulations.

The simulated offshore wind at hub height from run 8 (with
wave-coupling) showed higher accuracy than that from run 7
(without wave-coupling) implying a positive impact of
atmosphere-wave coupling. The simulated wind speed at 100 m
differed slightly among runs 1–5. Only in May, the model perfor-
mance of runs 1–5 with the increased vertical resolution, updated
SST and land surface information showed slightly gradual improve-
ments in the chain of runs. The differences in the simulated wind
speed at 100 m between runs 6a (5a) from domain 2 and 6b (5b)
from domain 3 were also small. The run 6b only slightly decreased
the simulated mean bias in November, compared to run 6a.

Generally, the model performed better in simulating hub-height
wind in November with the smaller absolute biases, despite the
stronger winds, compared to in May. Furthermore, the STD of sim-
ulations was much closer to that of observations in November,
implying that the simulations could better reproduce the temporal
variation of wind speed during this period. Due to the frequent
LLJs, the observed hub-height winds in May showed larger tempo-
ral variations with a larger STD despite a smaller wind speed. The
failure in simulating the LLJs is likely the major reason for the
worse evaluation metrics of the May simulations.

3.3. Sensitivity of the simulated profiles under different conditions

3.3.1. Varying wind direction
The model performance varied with the wind direction sectors

(Fig. 7). Here, the selection of data was conditioned such that both
modeling and observational data had to fulfill the wind sector cri-
teria defined in Table 2 at the same time. Comparing the different
sectors, the simulated winds from the Gotland sector showed the
least bias, while the simulated winds from the Sea and Östergar-
nsholm sectors showed significant underestimations. Among the
different runs, run 6 with direct forcing produced higher wind
speed, especially in November, leading to the significant improve-
ment of the simulated wind from the Sea sector and the slightly
overestimated wind speed from the Gotland sector. In May, the
simulated wind from the Sea sector reproduced the LLJs, but with
the core located too high up. The observed average wind profiles
from the Gotland sector did not show LLJs, but the simulated wind
included LLJs in the average profile. The poor representation of
atmospheric stability by the boundary layer scheme is likely the
reason for the mismatch between observations and simulations
(Floors et al., 2013; Kalverla et al., 2020), which is further discussed
in the next section. The comparison of observed and simulated
9

winds from the Östergarnsholm sector indicates large uncertain-
ties in the simulations, showing the largest biases in May and qual-
itatively different profiles in November, as the observed winds
from this sector were affected by the small island, but the model
ignored this impact due to the much smaller area of the island,
compared to the grid size.

3.3.2. Varying atmospheric stability
The model performance showed some variations with atmo-

spheric stabilities (Fig. 8). In May, all the simulations showed the
largest biases under neutral conditions. The observations showed
distinct LLJs under stable and neutral conditions. However, the
simulations of runs 1–5 forced by the simulations in domain 1 only
showed weak LLJs in the average profile during neutral and very
stable conditions, and the simulations of run 6 forced directly by
the ERA5 only showed LLJs during neutral and moderate stable
conditions. The difference between run 6 and the other runs was
not significant under very stable conditions. Although run 6
increased the simulated wind speed in magnitude under neutral
conditions, the core height of the simulated LLJs in the average pro-
file was located too high as for the other runs. These all indicates
that the failure in capturing the LLJs was not closely related to
the forcing data. The difference between observations and simula-
tions in the LLJs is more likely caused by the poor representation of
atmospheric stability by the boundary layer scheme, especially the
stable conditions, which is the major reason for the LLJs over the
Baltic Sea (Hallgren et al., 2020). Similar conclusions were also
drawn by the previous studies in other areas (e.g. Floors et al.,
2013; Holtslag et al., 2013). In addition, both the observations
and simulations showed weak LLJs in the average profile under
moderately unstable conditions. This may be caused by the distur-
bance of other factors, such as wind direction, which had a high
degree of variation during the study period (Fig. 4). In November,
the simulated wind profiles of most runs became closer to observa-
tions when the atmosphere changed from neutral to more stable/
unstable, consistent with that in May. Run 6 directly forced by
reanalysis data showed better performance than the other runs
under most of the stability conditions. Furthermore, the difference
between run 6 and other runs reached its maximum under neutral
conditions, implying a larger impact of forcing data on the wind
simulations for the neutral marine atmospheric boundary layer.
In both months, the simulations of runs 1–5 with the increased
vertical resolution, updated SST and land surface information
showed larger differences under the very stable conditions, com-
pared to other conditions, especially in May. This could be the rea-
son for the difference in the simulated average wind speed profiles
among runs 1–5 in May (Fig. 5), due to more cases with very stable
stratification. In contrast, the simulations of runs 6a from domain 2
and 6b from domain 3 showed larger differences under the unsta-
ble conditions in November.



Fig. 7. Comparison of the simulated and observed average wind speed profiles from different wind direction sectors at the Östergarnsholm site. (a–c) show the results in May,
and (d–f) show the results in November. Only time steps from the same direction sectors in both observations and simulations are included. The title above each subfigure
marks the wind sectors defined in Table 2, and n indicates the number of cases averaged in each profile.
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3.4. Sensitivity of the simulated wind field to different model setups

We further investigated the difference of the simulated offshore
wind maps at 100 m among runs 1–6 one step at a time to examine
the sensitivity of the simulated wind fields to different model set-
ups. Generally, the difference between run 6, forced directly by the
ERA5, and run 4, forced by the simulations in domain 1, was larger
than others (Fig. 9e, j), implying the important role of direct forcing
on the simulated offshore wind. The impact of forcing data in
domain 2 transferred from the domain border to the domain cen-
ter. The difference between runs 6 and 4 over the sea showed a mix
of both positive and negative values in May (Fig. 9e), while it was
mainly positive in November (Fig. 9j). The positive impact of forc-
ing data could compensate for the underestimation of the simu-
lated wind (Fig. 5 and Table 3), increasing the simulated
accuracy. Especially in November, the difference between runs 6
and 4 was significant (Supplementary Data, Fig. S2e, k), implying
a more important impact of the direct forcing, consistent with
the results of model evaluation. Run 2 with 55 levels generally pro-
duced stronger offshore winds at 100 m (Fig. 9a, f), compared to
run 1 with 48 levels, implying a positive impact of increasing ver-
tical resolution. However, the impact of increasing the vertical res-
olution was not significant (Supplementary Data, Fig. S2a, g) and
limited with an increase in the simulated wind speed in run 2 less
than 0.1 m s�1. Updating SST and land surface information also
showed limited impacts on the simulated offshore wind at
100 m. The difference of the simulated wind between run 3 with
the DMI SST and run 2 with the ERA5 SST was within ±0.2 m s�1

with both negative and positive values and without a dominant
10
trend. The change of the simulated wind caused by updating GSD
topography and CLC land cover in run 4 (Fig. 9c, h) and updating
tree height and roughness in run 5 (Fig. 9d, i) was rather minor,
within ±0.1 m s�1. For increasing the vertical resolution and updat-
ing SST and land surface information, their impacts on the simu-
lated offshore winds were larger in May than in November,
which is likely related to the more frequently occurring stable con-
ditions in this month (Fig. 8e).

3.5. Sensitivity to atmosphere-wave coupling

The model performance in modeling offshore wind varied with
the wave age conditions. Fig. 10a shows the variation of the simu-
lated wind speed bias of run 8 with atmosphere-wave coupling
under different wave age conditions. The biases were negative
when the wave age was very small and decreased with the increase
in wave age until around 3 (young swell waves), then became pos-
itive and increased gradually after that. The simulations underesti-
mated the wind speed for most cases in the growing sea, mature,
and early swell conditions, but overestimated the wind speed for
some cases in the late swell condition. Furthermore, the underesti-
mation was more significant than the overestimation in May.
Regarding the simulations at different levels, the underestimation
under young wave age conditions was more significant at high
levels, and the overestimation under large wave age conditions
was more significant at low levels. Nevertheless, due to the oppo-
site trend of wind speed and wave age (Fig. 4), the relative overes-
timation under the swell condition was larger than the
underestimation under the growing sea condition (Supplementary



Fig. 8. Comparison of the simulated and observed average wind profiles under different atmospheric stability conditions at the Östergarnsholm site. (a–e) show the results in
May, and (f–j) show the results in November. The title above each subfigure marks the stability regime defined in Table 2, and n indicates the number of cases averaged in
each profile.
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Data, Fig. S3a). Meanwhile, due to the stronger wind at high levels,
most of the relative bias among different levels became minor.

The impact of atmosphere-wave coupling on the offshore wind
modeling was also correlated with wave age conditions (Fig. 10b).
In May, the difference of simulated wind speed between run 8 with
wave coupling and run 7 without wave coupling increased with
the increase in wave age first under growing sea condition, reached
high values under mature condition, then decreased gradually with
wave age under swell condition (Fig. 10b). In November, the over-
all difference decreased continuously with wave age. The relative
difference of the two runs also decreased with wave age, but with
a smaller decreasing trend in May (Supplementary Data, Fig. S3b).
Both the absolute and relative differences decreased with height
and became rather small at heights close to 1000 m. Moreover,
the difference between different levels was more significant at
growing sea and mature wave conditions (Supplementary Data,
Fig. S3b). These indicate that the atmosphere-wave coupling
played a more important role in improving the offshore wind mod-
eling under growing sea and mature conditions than under swell
conditions and that the role of atmosphere-wave coupling
decreased with height.

Run 8, with wave coupling, increased the simulated offshore
wind speed at 100 m, compared to run 7, without wave coupling,
in the entire domain during both May and November (Fig. 11),
implying the positive impact of atmosphere-wave coupling. Fur-
thermore, the sensitivity of simulated wind to the atmosphere-
wave coupling seems to be larger than most of the other model set-
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ups and is only surpassed by the altering forcing strategy in run 6.
The increased simulated wind showed spatial and temporal varia-
tions. Generally, the increase in the simulated wind was larger over
the open sea far from the coast compared to closer to the coastline,
consistent with the study byWu et al. (2020). The overall impact of
atmosphere-wave coupling was larger and more significant in
November than in May (Supplementary Data, Fig. S2f, l). The med-
ian value of the increased wind speed at 100 m in run 8 was
0.28 m s�1 in May and 0.41 m s�1 in November. However, due to
the stronger winds in November, the difference in the relative
increase in the wind speed between the two months was minor,
with median values of 4.18% and 4.19%, respectively.
4. Conclusions and perspectives

To improve the WRF model configuration for the offshore wind
modeling over the Baltic Sea, we performed a sensitivity study to
multiple model setups under different wind directions, atmo-
spheric stabilities, and sea status. Generally, the simulated wind
profiles could capture the LiDAR observed but showed systematic
underestimations. The model generally performed better under
very stable/unstable conditions than under neutral conditions.
The simulations forced directly by the ERA5 reanalysis data
through reducing the number of nested domains significantly out-
performed others, especially when the wind was from the sea sec-
tor and under neutral conditions. Atmosphere-wave coupling



Fig. 9. Difference of the monthly mean simulated offshore wind fields at 100 m among run 1 to 6 in (a–e) May and (f–j) November. Difference less than ±0.01 m s�1 is shown
in white. The five columns from left to right reflect the impact of (a, f) increasing vertical layers, (b, g) updating SST, (c, h) updating land surface information, (d, i) updating
forest parameters, and (e, j) direct forcing from ERA5 data.

Fig. 10. The variations of (a) the simulated offshore wind speed biases of run 8 (with wave coupling) compared to LiDAR observations and (b) the difference in the simulated
wind speed between run 7 (without wave coupling) and 8 with the change of wave age at the Östergarnsholm site in (left) May and (right) November. Only time steps under
the same wave conditions (growing sea, mature, swell) in both observations and simulations are included. Annotations above the x-axis mark the wave conditions defined in
Table 2, and the N of the right y-axis indicates the number of cases of each wave age interval. The colors denote different heights. The scale of wave age is logarithmic.
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Fig. 11. Difference of monthly mean simulated offshore wind maps at 100 m between run 8 with wave-coupling and 7 without wave-coupling in (a) May and (b) November.
The difference less than ±0.01 m s�1 is shown in white.
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improved the simulated wind over the sea, especially under grow-
ing sea and mature wave conditions. The simulations with the finer
vertical resolution, updated SST and land surface information only
slightly changed the simulated wind under very stable conditions,
while simulations with finer horizontal resolution only slightly
changed the simulated wind under unstable conditions. To sum
up, strengthening the direct forcing from the reanalysis data and
atmosphere-wave coupling are promising strategies to improve
offshore wind modeling in the study area.

It should be noted that the impact of strengthening direct forc-
ing on the simulated offshore wind largely depends on the accu-
racy of forcing data. Both our results and a previous study found
that the WRF model inherited the general underestimation of the
wind speed from ERA5 data and even increased the random errors.
This implied that strengthening direct forcing only favored the
simulated wind closer to reanalysis data and could not overcome
the underestimation in the simulated offshore wind. The accuracy
of forcing data needs further improvement for offshore wind mod-
eling. The atmosphere-wave coupling also played an important
role in the offshore wind simulation, although we only applied
the sea-state-dependent surface roughness length instead of a full
coupling. Ocean waves can also affect the wind profile through a
wave-induced wind stress profile, which can significantly alter
the logarithmic wind profile assumption used in most atmospheric
models particularly under swell waves. Besides waves, the under-
lying ocean can also affect the wind simulation, both directly and
indirectly, through atmosphere-wave-ocean interactions, as also
shown in some recent studies. Coupling the atmosphere model
with both wave and ocean models should be another promising
approach to improve offshore wind modeling because they can
capture the nonlinear dynamic atmosphere-wave-ocean interac-
tions. Thus, future simulations could consider further improve-
ments on the parameterizations of wave-related coupling
processes and coupling with an ocean model. Additionally, increas-
ing the horizontal and vertical resolution, and updating the SST and
land surface information also have impacts on the offshore wind
modeling under specific conditions or in specific areas and could
be taken into consideration if the data are available, even though
the overall impact is expected to be small. This study mainly
focuses on the sensitivity of short-time wind modeling with a
13
re-initialization to run the model, highlighting the importance of
forcing data. The findings may not be applicable for long-term
wind modeling which needs further investigation.
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